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Abstract

Agriculture representing the main user of water and one efléingest anthropogenic
sources of nitrate pollutants, understanding irrigatiad &ertilization impacts has be-
come a priority issue in water management. The land-ussftyanation and the intensi-
fication of irrigation and fertilization involves spatigltlistributed changes affecting the
hydrological fluxes across the surface and subsurfacdasterHence, the simulation of
this transformation requires a model that can deal with deriy in both surface and

subsurface.

Empirical and conceptual hydrological models do not exgyiconsider physical pro-
cesses taking place within the catchment so that theirtypltdi evaluate the impact of
land-use changes and the evolution of irrigation and feation may be questionable.
Furthermore, they also fail to provide detailed descriptd fluxes of solutes in the sur-
face and subsurface.

Physics-based models arises as the best alternative téaggnmatchment transition
into irrigation agriculture. This type of models use a setofipled partial differential
equations derived from the principles of conserving masslaomentum of water to de-
scribe the flow and transport processes at catchment scakeviéw of previous studies
reveals that they are either associated with natural watdsswithout anthropogenic in-
fluence, only investigate surface response, or do not até¢ouland-use changes. Their
methodologies, that commonly widely differ from each otlagpically hold only for their
particular case studies and cannot be extrapolated to siilndies.

In this investigation, | propose a general methodology e ese of physics-based
models. The methodology is applied to investigate the tffetland-use change in the
semi-arid Lerma basin (Ebro valley, Spain), which undemvwaetransition from rainfed
towards irrigation agriculture. For four consecutive ywedhis transition of formerly un-
cultivated land to irrigated farmland was intensively ntored. A computationally effi-
cient hillslope equivalent is introduced to identify catoént controlling factors, set up an
adequate calibration problem and speed-up the validaficoraplex surface-subsurface
models. The method is successfully tested, and used in thmaten of the physics-
based model of the Lerma basin.

The calibrated and validated, physics-based, 3-D fullypbed model is used to study
the effect of the transition into agriculture on the hydmal functioning of the basin
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for this case study, where spatio-temporal data on croppatigrns, irrigation and fertil-
izer amounts, and the associated catchment response dablavaith considerably high
resolution. Validation results show that the physics-dasedel is able to simulate and
predict the impact of the land-use transformation andatran on surface and subsurface
flow dynamics with high accuracy. Sensitivity and correlatanalyses about the cali-
brated model parameter vector indicate that the set ofreaéitl parameters is identifiable
and locally unique for the parameter zonation defined usifgyination on lithological
units and texture data.

In order to indicate changes in the runoff generation pr®e@sl catchment function-
ing, the evolution of the total stream length and the avenafj&ation capacity provided
by the model were studied. The results show that irrigatigmcalture has raised the
base level of the water table of the Lerma aquifer causing paons of the drainage
network to become perennial. An approximate infiltratiopagty is introduced to study
the evolution of the runoff-generation processes duriegithnsformation. Yet, spatially
distributed values of exfiltrating fluxes are directly obtd from the model. Both the
approximate infiltration capacity curve and the contribntof exfiltration to stream flow
are consistent in indicating a shift from Hortonian towaBdsine flow runoff generating
processes triggered by the land-use change and the intatisifi of irrigation.

A conservative transport model is integrated to the vadéidéliow model of the Lerma
basin in order to simulate the impact of the transformatieo an water quality, and to
predict concentrations under different water manageneamagios. Validation results in-
dicates that despite the lack of data to describe the nitrtg@sformation processes and
many simplifying assumptions, it is possible to simulagnsport at catchment systems
with a parsimonious physics-based approach.
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Introduction

1.1 Motivation

In the last century, irrigated agriculture has expandedratdhe world by 480% (from
47.3 MHa in 1900 to 276.3 MHa in 2000). Nowadays it represégéd (~ 280 MHa)
of the global croplands and projections - focusing excleigion developing countries -
claim a further increase of 20% (up to a total-0f330 MHa) by 2030/ (Scanlon et al.,
2007). In semi-arid areas, irrigation fosters crop prowitgtand allows for intensifica-
tion and diversification of agriculture. As a backdrop,gation consumes 90% of global
freshwater [(Shiklomanov, 2000) and degrades water quiditflushing nutrients into
soils and aquifers.

In the central Ebro valley (northern Spain), agricultungresents the main use of wa-
ter and the majority of agricultural production relies omgation. The immense amount
of water needed is supplied by a well-structured man-maderedl network, which is
fed by reservoirs located up to 100 kilometers north in thghér Pyrenees. In recent
years, the total irrigation amount has increased congtamitlich has led to increased ef-
forts to study the effectiveness of irrigation practicepa’sh researchers have begun
to monitor larger irrigation districts in detail. Studigsthe Bardenas irrigation district,
(Causapé et al., 2004; Causape et al., 2006) suggest ehattémsification of irrigation
has caused a considerable increase in nitrate within theadya network. This may put
the sustainability of these agricultural practices at.ri3&spite the ongoing efforts, more
comprehensive studies to improve the understanding oftpact of irrigation and land-
use change on the surface-subsurface flow dynamics arengding. One way to gain
better insight in the latter could be by detailed modelingeve flow and transport pro-
cesses are quantitatively described to a level consistéimemailable data series.

The Lerma basin (Bkn? in size) is a semi-arid, formerly fallow land, whose trans-
formation into an irrigation agriculture catchment wassely monitored by Spanish re-
searchers. Since October 2005 pre-defined plots were dhadpaned to local farmers
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for cropping and irrigation agriculture. In conjunctionttvihe transformation, irrigation

water amounts, crop pattern, and fertilizer applicatiors Wiacumented plot-wise and
stream-discharge measured in 15-minute intervals at thi@ loaitlet. Nitrate concentra-

tions were measured at first in daily intervals and since 2008 in 15-minute intervals

at the basin outlet. Field observations comparing the Hgdrcal year 2006 with subse-
guent years show that the intermittent main creek in Lernsanld@aas become a perennial
stream due to irrigation. Considerable groundwater eafitin is therefore evident. This
indicates a shift in runoff generation processes duringribaitoring period.

The goal for the Lerma basin study is the development of a hfodthe evaluation of
the sustainability of current agricultural practices.Histcontext, the fate and transport of
nitrate is of primary importance. The determination of ane-subsurface velocity fields
and/or time variant travel-time distributions are a preisie for transport simulation.
Also the explicit consideration of the spatial distributiof transport parameters along
different transport paths becomes important.

Empirical models based on the estimation of a functionati@hship between con-
current input and output datasets have been typically usedst catchment scale studies.
Per definition, this type of models fail when the input sigmadsented to the model does
not follow the statistics of the datasets used to obtain¢taionship. Indeed, the output
could even be physically impossible, such as a negativéaige.

Conceptual hydrological models have been posed as anatiterho empirical mod-
els. They rely on a network of interconnected storages, hadduting of water and
solutes between these storages is accounted for by senmi@hpelationships. The
groundwater domain is often extremely simplified in thesalet®. Hence, they falil to
provide details of water flows, soil moistures distribusand descriptions of fluxes of
solutes. Additionally, the ability of a conceptual modekt@luate the impact of land-use
changes and hypothetical water management scenarios Wwewjdestionable due to the
semi-empirical nature of the process description.

To assure reliability and predictive power of the model atlterma basin, it is impor-
tant to accurately represent the natural system in quedtiomplies the use of a model
able to account adequately for all spatially distributedaste-subsurface interactions and
provide detailed descriptions of solute fluxes. In that eespl believe that the ongoing
land-use change where hydrosystems are forced by incghasanger amounts of irri-
gation water and cropping area expansion could be tacklsditve surface-subsurface
physics-based approach.

Surface-subsurface, physics-based hydrological modéts the coupled partial dif-
ferential equations that describe water movement at tHasiand in the unsaturated and
saturated subsurface. For the solution of (the partiaddéfitial) equations, the catchment
area and its boundaries are discretized by a grid of pointhat respect, a physics-based
model is also a distributed one.



5 Motivation

A distributed model requires several thousands of grid addeepresent the catch-
ment. This increases both the number of parameters and tygutation time. Hence, in
the context of physics-based models finding a reasonablébegum between the num-
ber of calibration parameters and the goodness-of-fit sgmts an additional challenge
as any decision may affect the model predictions. This m®cereferred to in the liter-
ature as parameterization. In the parameterization ongléie able to identify which
parameters can be defined from available field data and wisicdmgeters need to some
kind of fitting. Eventually, one should also be able to idnpiotential problems due to
high correlation between calibration parameter, and tondefn appropriate initial set of
parameter values, i.e. the initial guess.

Sensitivity studies methods may be used in the parametierzas they quantify the
influence of parameters on model outputs. A common choicevdtuate sensitivities
in distributed models is the direct numerical differentatmethod. It is performed by
repeating the simulations with slightly different paraerst While the evaluation of sen-
sitivity at one point of the parameter space (i.e. local gieitges) is typically enough for
simple cases, for surface-subsurface coupled modelsitrepstof this local method at
many points of the parameter space (i.e. global sens@s)itire required. Such analysis
implies huge computation times in physics-based modelstaldlee fairly high spatial
resolution that they need. In that respect, model geona¢simplification would be de-
sirable to speed-up the parameterization.

Obviously, sole reliance on computer modeling is not a wisaiae for predicting
the coupled hydrologic response of complex hydrosystenmdortiinately, enough data
do not exist to rigorously validate uncalibrated deterstinimodels at catchment scale.
Therefore, the inference of model parameters is perforrsedjuneasurements of depen-
dent quantities, such as hydraulic heads, flow dischargelotesconcentrations. In this
respect, it would be possible to find more than one parametegprseviding an equally
good representation of overall hydrologic response. Hewex a physics-based model
the space of possible parameter values and their comhnsatan be constrained. Without
the physics, the definition of such constraints may becom#eusome and any combi-
nation could be valid.

A review of previous studies reveals that they are eithen@ated with natural wa-
tersheds without anthropogenic influence, only investighe surface hydrological re-
sponse, do not account for land-use changes, or are exalj&rcused on flow dynamics
disregarding water quality issues. Additionally, they faipresent a general methodology
that may be extrapolated to other studies. This study giffem others physics-based ap-
proaches because: (1) it presents a general methodolagyalala for any physics-based
model at catchment scale, (2) considers the ongoing laadrassformation, (3) account
for the strong influence of irrigation on the whole hydrosystand (4) simulates the flow
and transport integrated response of the basin.
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1.2 Objectives

The main goal of this thesis is to improve our understandioy the transformation of
rainfed basin towards irrigation agriculture impacts tlgdrological functioning and wa-
ter quality. For this purpose, a fully-integrated surfacdsurface, physics-based model is
used. The pursuit of this goal is performed in a three-stepgature. The first step aims to
investigate the ability of physics-based flow models to $ataucatchment systems under
land-use change and strong anthropogenic influence. Tessldithe following research
questions are formulated:

e How can we develop a surface-subsurface physics-based ftmelnat catchment
scale? How can we validate such a model?

e How can we determine the influence of catchment controlkagars from typically
available observations? To what extent can a geometricgdlgication be used to
parameterize a physics-based model? What are the factdrsahtrol the surface-
subsurface hydrological response at catchment scale?

e To what extent can surface-subsurface spatial and temflonatlynamics be ex-
plained by a physics-based model? What are field data anthlsgegolution re-
guirements to reproduce adequately those dynamics atroattdtscale?

The second step aims to investigate the effect of the irfteagon of agricultural
activities on the basin hydrological functioning. Thisgstgve rise to two more research
questions:

e How can spatially and temporal resolved variables obtafrmd a physics-based
model be used to define the impact of the transformation feonfed into irrigation
agriculture at catchment scale? What are the benefits of assurface-subsurface
physics-based model?

e What are the hydrological processes affected by such wemstion? How does
this transformation influence the surface-subsurface mycs?

In the third step, the ability of a parsimonious physicsdubsitrate transport model
coupled to the flow model is investigated to simulate the mmessconcentrations. To
address the latter the following research question is ftatad:

e To what extent can a conservative physics-based modeldepecthe nitrate fate
and transport at catchment scale? How can this model be ospekdict local
impacts of the ongoing change?
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To answer these research questions, the available datdbetlzerma basin is used,
which includes precipitation, stream discharge, nitratecentrations and irrigation mea-
surements; estimation of reference evapotranspiratiothyacords of crop patterns and
fertilization.

1.3 Thesis Outline

The thesis is organized as follows: In Chapter 2, the diffecemponents of the hydro-
logical cycle are briefly presented. Typical approachesnégations and assumptions
for each component are also introduced. A brief introductm hydrological models is
also given. Finally, an overview of previous applicatiofi$low and transport models in
the context of physics-based approaches is presented.dpt€i3, the governing equa-
tions that describe flow and transport processes at theceusdiad subsurface and their
interaction are briefly reviewed.

In Chapter 4, a model protocol to be used in the constructiahstributed, physic-
based model is presented. Following, in Chapter 5, a nowhegérical simplification is
introduced that allows us to identify catchment contrgjlparameters in physics-based
models. Later in this chapter, the simplification is testeohg the well-known Borden
site experiment dataset.

In Chapter 6, the model application to the Lerma basin isgmesl. First, the available
datasets are presented. Boundary conditions are definemheayubropriate initial condi-
tion for the flow model is generated. A formal parameteraabf the flow model which
makes use of the simplification presented in Chapter 5 isudg®d. Following, findings
of the parameterization are used to define the set of cabbraarameters and the cal-
ibration parameter space. Calibration and validation efftow model are presented.
Performance measures, uniqueness and identifiabilityeo$¢t of calibrated parameters
are also discussed. The flow model is then used to analyzespatilly and temporally
resolved variables. Finally, the construction of a nittea@sport model is presented. The
results obtained with the transport model are also discussthis section.

Chapter 7 summarizes the content of this investigation.ulReare discussed in a
broad perspective. A critical assessment of the preseasiigation is performed. Also,
future applications of the model are briefly discussed.



Chapter 2
Physics-based Models

In this chapter, | review different approaches for physiased model. Section 2.1 dis-
cusses the hydrological cycle and its different componéfaemulations and assumptions
for each component are introduced. Section 2.2 presentsfariiroduction to hydrolog-
ical models. Finally, section 2.3 gives an overview of poerg applications of flow and
transport models in the context of physics-based apprsache

2.1 Components of the Hydrologic Cycle

In order to study the hydrologic cycle, the drainage basiaténshed or catchment) is
used as the control volume. Basic conservation equatiombeapplied. The basin or
catchment is defined as the area that topographically appearontribute all the wa-
ter that passes through a given cross-section of a streangifi2in, 2002). The con-
ventional method of basin delineation requires a topogcapiap or a digital elevation
model (DEM). DEMs are data files of land-surface elevatidrgria points and they are
commonly obtained via radar systems (e.g. Shuttle Radavgrephy Mission (SRTM)).

The hydrologic cycle as illustrated in Figurel2.1 is a completwork of inflows and
outflows that may be conveniently expressed as:

| —0=AS (2.1)

This equation is usually called the water balance or the dlgdic equation, where
| represents the sum of all inflows, i.e. precipitation, mtign, groundwater inflows;
andO represents the outflows, i.e. evapotranspiration, groatelvwutflows and stream
discharge (surface runoff). Over a reasonably long timedexithout significant trends
in climate and anthropogenic inputs or outputs, one couddiect net changes of storage,
so that for such perioAS= 0. Unfortunately, this idealized condition is rarely fouind
reality and more complex approaches are needed.
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Figure 2.1: Hydrological cycle (Source: http://ga.water.usgs.gdu/evatercycle.html)

Most hydrological studies aim to understand the hydrolalgiesponse of the drainage
basin. For this goal, it is important to comprehend the axteons between the compo-
nents of the hydrological cycle. In the following, this ckeypwill be focus on the dis-
cussion of different features regarding the main compaehthe hydrological cycle:
precipitation, evapotranspiration, surface runoff, trdiion and groundwater flow.

2.1.1 Precipitation

All water enters the land phase of the hydrologic cycle asipitation. Hence, its tem-
poral and spatial distribution controls the basin hydradagsponse. Commonly, the
measurement of precipitation is performed using a vesseh ap the air at the point
of observation, and periodically (pluviometer) or conbngly (pluviograph) record the
guantity of water it collects. Recorded point values aralusesstimate regional precip-
itation. In small basins, the point values are taken as seprtative for the whole basin
or averaged values -weighted or arithmetically- are catedl from close-by pluviometric
stations. In larger areas, Thyssen polygons or intermuiatiethods (e.g. Kriging, Spline
or IDW) are employed to estimate the spatial distributiopracipitation.

The transient behavior of precipitation is another imparespect of the hydrological
response of a catchment, as it largely determines the salgg@i other hydrologic quan-
tities such as streamflow and groundwater recharge. In addsamiarid regions, such
influence is enhanced due to huge differences between dryeihperiods, and because
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of the rapid and intense character of the precipitation &veln this respect, temporal
resolution of the available precipitation measurementsines a controlling factor when
studying the catchment hydrological response.

2.1.2 Evapotranspiration

Evapotranspiration is a collective term to account for aigesses by which water at
or near the surface becomes atmospheric water vapor. Timeinetudes evaporation
from rivers, lakes, bare soil and vegetative surfaces amd fwithin the leaves of plants
(transpiration). Direct measurement of evapotranspinas very difficult and expensive,
therefore various models have been developed to estimap@anspiration based on
more easily measured quantities.

A free-water evaporation theoretical concept was intreduo group general methods
for estimating evapotranspiration, that neglect advediod changes in heat storage. Dif-
ferent approaches have been used to calculate evaponatiofree water: water-balance,
mass transfer, Eddy-correlation, energy balance and toalts Penman or combination
approach can be mentioned. Among them, the Penman app®achmén, 1956) is the
most extensively used method to estimate evapotranspirabm free surface water. It
relies on the combination of the mass transfer concept aaygibalance approaches.
The conceptual idea of the method could be expressed as:

A x net radiationt- y x mass transfer

EU
A+y

(2.2)

From this, it can be stated that the evaporation fafas proportional to a weighted
sum of a rate due to net radiation and a rate due to mass trambfeweighting is given
by the psychometric constant, and the derivative of the saturation presseyg curve
with respect to temperatufieat the air temperaturg,, expressed as:

O€sat
A= 2.3
T |g, (2:3)
The net radiation can be expressed based on the energy dalsinc
net radiation— <=~ G Aw— AQ/At (2.4)

PwAy

where net radiation is expressed in the volume of water feearesl by unit of time and
area. K [EL~2T 1] is the net short-wave radiation which depends on the sotlia+a
tion and the reflectivity of the water surface (albedojJEL?T 1] is the net long-wave
radiation; G [EL~2T 1] is the net conduction to the ground, [EL=°T Y] is the net

water advected energy (inflows and outflows); &qQJ/At [EL~2T 1] is the change in the
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amount of heat stored in the body during the tifiie p,, [ML~3] is the mass density of
water, and\, [EM~1] is the latent heat of evaporation.

In the combination approach, the mass transfer relatiosssraed to depend on the
difference between the actual vapor pressjrand the saturation vapor pressure at the
air temperatur@sq(Ta) [ML~2?] rather than at the water surface. Thus, the mass transfer
can be written as:

mass transfer f(Ua)(esat(Ta) — €a) (2.5)

where f (uy) [L3M~1T Y is a function of the wind speed, [LT 1] that represents
the aerodynamic conductance (inverse of the aerodynamsigtaace) of the transport of
water vapor from the surface to a reference height.

The relative humidityW, [—], which can be directly measured at a representative
location is expressed as:

€a
W, = 2.6
@ &sat(Ta) (26)
So that, the equatidn 2.5 can be re-written as:
mass transfer f(Uz)esat(Ta) (1 —Wh) (2.7)

By replacing Equatioris 2.7 abd 2.4 in Equafiod 2.2 and néglpthe water-advected
energyAy, and the change in heat storage€)(/At), the generalized Penman equation is
obtained:

A(K+L—G) +ypwAv[f (Va)esar(Ta) (1 —Wa)]
PwAV(A +Y)
with E [LT 1] being the evaporation from a wet surface.
Transpiration is a two-step process, in which water mokphss (1) from the stom-
atal cavity to the leaf surface and (2) from the leaf surfate the atmosphere. The latter
results in a system of two resistances in series: the leaharmtynamic resistances, re-

E= (2.8)

spectively. In analogy to electric-circuit, a vegetatedae like grass or crop can be
thought as a large number of leaf resistances in paralled.tdtal resistance may be cal-
culated as the reciprocal of the sum of the reciprocals oirntiwidual resistances. From
this perspective, it is reasonable to represent a relgtiveform vegetated surface as sin-
glebig leaf whose total resistance is the multiplicative inverse ofsiin@ of the reciprocal
of individual leaves resistances (Dingman, 2002) callet#nopy resistance

The well-known approach presented| by Monteith (1965) thiced a modified ver-
sion of Penman equation to represent not just the evaporhatibalso the transpiration
from a vegetated surface. This relation has become knowre®@ehman-Monteitequa-
tion, and is derived by incorporating the canopy resistamtiee Penman equation. Mon-
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teith (1965) proved that a leaf can be treated as a free watérce by modifying the
psychometric constant in the denominator of the originalhRan-equation. Theodified
psychometric constaman be expressed after Monteith (1965) as:

y'=y(1+rcx f(va)) (2.9)
Replacingy by y* in the denominator of equatién 2.8, Penman-Monteith foatioh to

calculate evapotranspiratidil [LT 1] is obtained:

A(K+L—G) + ypwAv[f (Va)€sat(Ta) (1 —Wa)]
PwAV(A + y(1+rex f(Ua))

wherer. is the canopy resistance, which is expected to be a functidheostomatal

ET= (2.10)

resistance of individual leaves. Under wet-canopy cood#r, = 0 and the equation
[2.10 reduces to equatién 2.8.

Over a bare land surface with no standing water, the soil ton@ss the only source
of water for evaporation. Therefore, the rate of evaporatiust depend on the moisture
content of the topmost layer of the soil. When the soil s@facfully saturated and
the soil moisture content is not a limiting factor of evagma, this maximum rate of
evaporation for the given surface weather conditions ikedahe potential evaporation
rate ETp that can be calculated by the Penman equation (Ed. 2.8). rifleless, very
often the potential evaporation rate needs to be redueedthe actual evaporation rate
ETa need to be calculated. For the estimation of the actual ea#ipn, the availability
of soil moisture needs to be considered. For this purposé?&mman-Monteith approach
can be used since it accounts for transition resistivityhinithe surface near air layer
using the wind speed functiol{va) and within the soil, via the canopy resistamge

From the original Penman-Monteith equation and the egnatad the aerodynamic
and canopy resistance, the Food and Agriculture Organizaif the United Nations
(FAO) derived the so-called FAO-Penman-Monteith equafidlen et al., 1998) as:

—_ 0.408A Ry + Y 7r3U2(1— W)
° A+ y(1+0.340,)

(2.11)

whereET, is a reference evapotranspiratiomimd!, R, is the net radiation at the crop
surface ilMJm2d ! calculated a& — L, T, is the air temperature at 2 m height] and
U5 is the wind speed at 2 m heightins 1.

The FAO Penman-Monteith equation (EQ._2.11) determinesta@otranspiration
from the hypothetical grass reference surface and pro@désndard to which evapotran-
spiration in different periods of the year or in other reg@an be compared and to which
the evapotranspiration from other crops can be relatedalbulate evapotranspiration for
a particular crop pattern, the FAO Penman-Monteith eqodtm.[2.10), in conjunction
with meteorological and crop data, can be used.
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By adjusting the albedo, and the aerodynamic and canopgcairesistances to the
growing characteristics of the specific crop, the evapspaation rate can be directly
estimated. However, the albedo and resistances are ditiicestimate accurately as they
may vary continuously during the growing season due to chafiglimatic conditions,
crop growth, and changes of the soil surface moisture. Themaresistance will further
be influenced by the soil water availability, and it wouldosigly increase if the crop is
subjected to water stress (Allen et al., 1998).

The FAO presented a crop coefficient approach to calculatertdp evapotranspira-
tion which would be equivalent to the actual evapotransipineE T, from the reference
evapotranspiratiok T, that relies upon a crop coefficiekt

kc integrates the effect of characteristics that distingaisypical field crop from the
grass reference. Such characteristics include crop hegflectance (albedo) and canopy
resistance. Differences in soil evaporation and crop piaason between field crops and
the reference surface are also integrated within the crefficentk..

The crop height directly influences the aerodynamic corahe# (i.e. the wind speed
function f(ua)), and consequently the turbulent transfer of vapor fromctiop into the
atmosphere. The albedo of the crop/soil surface influeingesdt radiation of the surface
R, which is the primary source of the energy exchange for the@wadion process. The
canopy resistanar is affected by leaf area (humber of stomata), leaf age anditton,
and the degree of stomatal control. Consequently, diffenerfiaces will have differerk;
coefficients. Different factors like crop type, crop growthages, climate may also affect
ke value.

2.1.3 Surface Runoff

Surface runoff (or overland flow) is a sheet flow defined as tiegipitation excess that
moves over the land surface to stream channels after itibiixaThere are two distinct
surface-runoff generation processes:

Hortonian overland flow (HOF) The mechanism is named after Robert Horton who
described the process in a series of papers in the 1930siGrtan, 1931, 1933, 1936).
HOF occurs when the water-input ra@, exceeds the infiltration capacity of the surface
soil for a period long enough to generate ponding in excedspifession storage (Loague
et al., 2010). In the HOF, the surface soil becomes satutatedfiltrating water from
above because it is unable to transmit water downward ig@tbfile fast enough.

Horton (1933) stated that overland flow due to infiltratingtevdrom above would
occur virtually from the entire upland catchment. This views modified by Betson
(1964), who proposes thgartial-area conceptthe event response originates from Hor-
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tonian overland flow on a limited area that varies from basibdsin. Furthermore, his
results indicated that the size of the Hortonian-runofftdbnting area is controlled by
the water saturation of the soil and the water-input intgngiowever, these two factors
appear to cause large variations only under transitionss@@sor unusual conditions, e.g.
land-use change, irrigation intensification, climate d®an

Saturation or Dunne overland flow (DOF) This process was first studied by Dunne
and Black|(1970). It occurs when the water-input rate istlean the infiltration capacity
of the surface soil, the initial water table/perched wadite position is shallow, and the
duration of the water-input event is sufficient for the sated zone to reach the surface
(Loague et all, 2010). In this mechanism, the surface sobimes saturated from below,
it consists of direct water input to the saturated zone. Wherwater input occurs over
the basin, all or part of it infiltrates and some of this inéitton percolates to recharge the
groundwater raising the water table. Since the water taliose to the surface it reaches
relatively quickly the surface and all subsequent rairifattomes runoff.

Overland unsteady flow governing equations can be derived) uke principles of
continuity and momentum (e.g. Gottardi and Venutelli, 19®@t can be expressed for
the two dimensional case as:

dh
7+V‘(U®UH)+QHVH+QH(S)—&):O (2.14)

whered indicate average flow velocitiga T ~1]; H is the water surface depth]; h is
the hydraulic headl]; g is the acceleration due to the gravityl ~2]. & andS; are the
bed slope of the channel and the friction sldpé, respectivelyg® is the exchange flow
with subsurfacegog represents a source/sink term accounting for meteorabfgiocing.
Equation$ 2,13 arld 2.114 are the so-ca#ikdllow water equationsTerms of the equation
of momentum (Eq[_2.14) are named according to the physicalgss they represent as
follows:

dg—tH Local Acceleration (2.15)

V- (U®UH) Convective Acceleration (2.16)
gHvH Pressure force (2.17)
gH(S - S) Gravity and friction forces (2.18)

Where thdocal acceleratiorand theconvective acceleratioterms (called also iner-
tial terms) describe the change in momentum due to changelatity over time, and
due to change in the specified direction, respectively. Hitessure terndenotes a force
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proportional to the change in water depth along the chafiegravity and friction term
express forces proportional to the bed and friction slope.

Commonly, the solution of the set of continuity and momenaguations represents a
very complex problem, hence, simplifications are neededpiied approximations are
achieved by neglecting some of the terms of the momentuntiequ&.g. thediffusive
waveapproximation results from neglecting the inertial ternvhjle neglecting inertial
and pressure terms leads up the so-cdtledmatic waveapproximation.

2.1.4 Infiltration

The role of the infiltration process in the hydrological ®alas first recognized by Horton
(1933). He defined infiltration as the process by which watéers the soil. The rate of
infiltration is mainly determined by (1) the rate at which thater arrives from above,
e.g. rainfall, snowmelt or irrigation; (2) the hydraulicrmuctivity at the near-surface soil
layer, which is determined by the degree to which soil isdiligth water (soil moisture);
and (3) by soil hydraulic properties like the (air) entrygsere and pore-size (Dingman,
2002).

A common method to guantitatively estimate infiltrationhe numerical solution of
the Richards’ equation (Richards, 1931), which describesinsaturated flow in porous
media. Richard’s equation assuming an incompressibleumedan be expressed as:

P0G k) =0 (219)

in which 6 is the volumetric water conteft-], ¢ is the pressure hedd], h is the
total hydraulic headl | defined asp + z, with zbeing the elevation above the datuknis
the (unsaturated) hydraulic conductivity of the porous imedLT ~1];andt is the time.

The Richards’ equation requires the definition of the soilevaetention curvé(y)
and the unsaturated hydraulic conductivity functiofy). For this purpose multiple ap-
proaches have been proposed in the literature, e.g. Brauk€arey (1965); Mualem
(1976);. van-Genuchten (1280).

2.1.5 Groundwater flow

Groundwater is usually associated to water under pressaegey than the atmospheric
in the saturated zone of the subsurface. It is fed by infdttatater reaching the water
table that represents the upper boundary of the groundwater at which pressure is
atmospheric. Recharge of the groundwater can also occurdpage from surface water
bodies. Groundwater eventually may also discharge in@rsior streams. The flow of
water in a saturated porous medium is governed by Darcy’s tlaat for an isotropic
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medium may be defined as:
q=—ksvh (2.20)

in which q is the vector of specific dischargk, is the saturated hydraulic conductivity.
The negative sign means that the water flows in the negatreettn of the hydraulic
gradient from higher to lower heads. The saturated hydrawdnductivity drives the
groundwater flow calculations and depends on the size anuestfahe pores, hence it
changes for different type of soil& can be measured in the field via pumping tests; or
estimated using a grain-size analysis. Valueksdfased on estimations from soil texture
can be also found in the literature (e.g. Carsel and Parti888;/ Schaap et al., 2001).
Hydraulic conductivity of porous media may also depend anttie direction of flow
(anisotropy), and it may varies in space (heterogeneitg) &ang, 2002).

The groundwater flow equation is commonly expressed as:

h
$9 - ke h) =0 (2.21)

whereS; [—] is the specific storage coefficient that describes the velatiange of
mass of the water stored in the porous medium due to an abslahge of the hydraulic
headh. In general S; represents the compressibility of both water and pore space

The development of more efficient numerical methods hasvaeliicche calculation of
transient three-dimensional flow of water assuming the tunated and saturated zones
as an integrated system. It is achieved by using a variailyated Richards’ equation
proposed by Cooley (1971), and later adapted by Huyakorh ¢t984).

2.2 Approaches for flow and transport models

In this section, existing approaches for surface-subseniaodels are reviewed. Section
[2.2.1 gives an introduction to hydrological models and ddgefly describes different
types of models. Section 2.2.2 dnd 212.3 presents the stateas fully-coupled physics-
based flow and transport models, respectively.

2.2.1 Definition of Terms

Modelsare simplified representations of the real world. Models lsareither physical,
analogue or mathematical. The physical models have begnimgortant in the past.
However, the mathematical group of models is the most easitiyuniversally applied,
and the one with the most rapid development with regard emsific basis and application
(Refsgaard, 1997).

Hydrological models are composed of two main parts, nanglypnceptual and a
computational model.Conceptual modeis the scientific basis that describes the sys-
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tem by variables, properties and the process relevant taiexihe natural system. The
natural systenin hydrological models is the hydrological cycle or partstohecompu-
tational modelis the piece of code able to simulate the hydrological preegbased on
the conceptual model. The computational model evaluatesaibn or a set of functions
transforming model input into model output.

Model inputsare values introduced into the model function. They desdtie model
external forces that act onto the simulated system anddedboundary and initial condi-
tions. Themodel parameterare constant values that characterize properties of theeatat
system or processeblodel outputsare the resulting values of the model, they resemble
the state of the modeled system as a response to the extciabf(model inputs) given
a set of model parameters.

Hydrological models may be classified according to the apd#scription of catch-
ment processes as lumped and distributed, and according tlescription of the physical
processes as empirical, conceptual and physics baskonpged modelks a model where
the catchment is regarded as a single unit. The variableparaineters represent aver-
age values for the entire catchmentdstributed modeis structured to enable the spatial
variation of different catchment characteristics to bereéspnted by a network of grid
points. Model applications require often several thousasdyrid points, each of which
is characterized by parameters and variables.

An empirical modelis defined as a model developed without an explicit, spgtiall
distributed consideration of physical processes takimageMithin the catchment. Em-
pirical models typically estimate a functional relatioipshetween concurrent input and
output time series based on statistical inferencecoAceptual modealisually combines
physical structures and equations, with semi-empiridaltienships. The physical sig-
nificance is usually not clear, so that the parameter caneasbessed from direct mea-
surements. Instead, it is necessary to calibrate the vakiag the concurrent input and
output time series.

A lumped conceptual modektempt to describe flow and transport of solutes in a
physically meaningful way, although in a simplified manriénese type of models often
include multiple storages. The routing of water and solbegs/een these storages is ac-
counted for by semi-empirical relationships. The groungweomain is often neglected
or extremely simplified in these models. Examples of lumpmtteptual models include
HBV (Lindstrom et al.| 1997) and SWAT (Arnold etlal., 1998)r@monly a conceptual
model is also a lumped model, however a third group of modétsned to in the literature
asconceptual distributedor process-based distributed) can be mentioned. TOPMODEL
(Beven et al., 1995) and mHM (Kumar et al., 2010) are exangfidss type of models.

A physics-based moddescribes the flow and transport processes from complex de-
scriptions using mathematical representations. Thiséypeodel consists of a set of par-
tial differential equations together with parameters whia principle, have direct phys-
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ical significance and can be evaluated (or estimated) frategandent measurements.
Physics-based catchment models are commonly also spalisitibuted.

Lumped and distributed conceptual models appear verycttteaf compared to more
complex physically-based models because they are easipetate and require less data.
However, this type of models fail to provide details of waflews, soil moistures stor-
ages and descriptions of solute fluxes (Hansenlet al.| 26@ifhermore, the ability of a
conceptual model to evaluate the impact of land-use chamgdslternative agricultural
practices would be questionable due to the semi-empiretaira of the process descrip-
tions (Refsgaard et al., 1999).

2.2.2 Surface-Subsurface Physics-based Flow Models

The systems approach to hydrologic investigation incafes the measurement of ob-
servable variables in the hydrologic cycle and the devekagrof explicit relationships
between these parameters. Mathematical models of watkhstieology can be derived
from physically-based mathematical methods or by parametrstochastic methods of
system investigation, being the most important propertya ehathematical model the
degree of representation of spatial and temporal varigiiothe input and output param-
eters.

Physical hydrology involves the investigation of the metgkms of the component
processes within the hydrologic cycle. If each of these ggses can be described by a
physical law with an exact mathematical representatiomoiild be possible to model an
entire catchment. This model would be expressed in the fdrancomposite boundary-
value problem described by partial differential equati(ffreeze and Harlanh, 1969).

In a physics-based flow model, the transient hydrologicatesses are represented
by a set of partial differential equations, interrelatedtbg concepts of continuity of
mass and momentum. In particular, these are the shalloervegations for flow at
the land-surface and in streams and the Richards’ equatiofioiv in the subsurface.
These equations, together with the boundary conditiongpcsethe composite boundary
value problem that represents the hydrological model. Andawy value problem of this
complexity must be solved by numerical techniques. Forohgi®n of partial differential
equations, the real continuum of points making up the fiettlitmboundaries is replaced
by a finite set of points arranged in a grid over the region. rétoee, a physics-based
model at catchment scale is in practice also a fully-distad one.

The continuity of flow between surface and subsurface has brensively proved
in the literature (e.g. Furman, 2008; Panday and Huyakdi®4p Hence to investigate
the basin hydrological response, it results appealing tsider the surface and the sub-
surface compartments as a coupled system. Two common a@hgoaan be used for
this purpose: the dual-node approach (e.g. VanderKwad9)1and the common-node
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approach (e.g. Brown, 1995; Dawson, 2008; Refsgaard amthS1995).

The common-node approach is based on superposition (Ehemid Sudicky, 1996),
where continuity of hydraulic head is assumed between tHai and the subsurface,
which corresponds to instantaneous equilibrium betweemthThe matrix of contribu-
tions arising from the discretization of the surface nodessaperimposed onto those
stemming from the discrete form of the porous medium eqoatiGontinuity in pres-
sure head is therefore ensured between the different demainch avoids the need for
a direct evaluation of the exchange fluxes between the poneaum elements and the
other domains. A scheme of this type of coupling was preseoya\eill et al. (2011).
In this, the partitioning between surface and subsurfase filamcesses is controlled by
the subsurface model since the atmospheric forcing inpgoeaded as a boundary condi-
tion. The land surface boundary condition is handled by achivig algorithm that deter-
mines for any given surface node whether a Neumann (i.escpbed flux) or Dirichlet
(i.e.,prescribed head) condition is to be imposed. The offgmundary condition is dic-
tated by the saturation state of the node. A Neumann bourmargiition is imposed
when the surface node is not saturated, in the case of faiafaf it is not dry beyond
a minimum threshold moisture content, in the case of evaijporalf the surface node
becomes saturated during rainfall or dry during evaponatioe surface boundary condi-
tion is switched to Dirichlet and the surface—subsurfacétmming becomes soil-limited.
Under Dirichlet conditions the infiltration or exfiltratidtux is calculated from the head
solution. This check for boundary condition switching a thnd surface is performed at
every nonlinear iteration of the subsurface solution pioce.

The dual-node approach uses an exchange flux term to coupleutface and the
subsurface domains. The flow depends upon the gradientsatr®slomains and a first-
order exchange coefficient as expressed by:

Gex=A (Y —H) (2.22)

whereA is a first-order exchange coefficient which is a measure ofiylaeaulic connec-
tivity between the two domaingj is the pressure head, aHkidthe surface water deptA.
depends on the relative permeability of the porous mediudrtla@ thickness of an inter-
face between the two domains, usually caltedpling length Apart from the advantages
of the dual-node method related to numerical stability dfidiency, it also helps to de-
crease the effect of the vertical resolution of the neafasernode, which has been posed
as a common concern on the use of the common-node approgcB¢aner and Ogden,
2004; Vogel and Ippisch, 2008).

Concerns regarding the unphysical nature of the couplingtteand the consequent
problems on the definition of this parameter from direct figldasurements have been
risen in the past. Kollet and Zlotnik (2003) pointed out tk@pperformance of the model
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when an inadequate value of the coupling length is used. riicpkar, they demonstrated
how a very small value of coupling length may lead to a phyisiearealistic pressure
disequilibrium between surface and subsurface. Howe\wssl & al. (2009) presented a
methodology to find a reasonable coupling length value whitdlorces near-continuity
condition in pressure between the surface and subsurfale.chioice of a reasonable
coupling length minimize the influence of the first-order pling coefficient and allows
to preserve the underlying physics-based nature of the inddee dual-node scheme
is employed in many fully-coupled surface-subsurface nmdzg. InHM (VanderK-
waak/1999), MODHMS (Panday and Huyakarn, 2004), Hydro@kese (Therrien et al.,
2008).

Fully-coupled surface-subsurface flow modeling approsetere first introduced by
Freeze and Harlan (1969), who presented a blueprint for aigéypased mathematical
model of a complete hydrological system. Since then, mamngies have used this con-
cept to simulate rainfall-runoff relationships. Vander&k and Loague (2001) applied
the Integrated Hydrology Model (InHM) to the R-5 catchmer0(1 kn?). In particu-
lar, they simulated two "Horton type” rainfall events (i.minfall rates are greater than
the infiltration capacity of the soil) with duration of 1.6cad.9 hours. To evaluate the
goodness-of-fit, simulated hydrographs at the outlet werepared to the observed hy-
drographs by calculating the root mean squared error. Theustace response could
not be evaluated as the data set of the R-5 catchment did cloden hydraulic heads
in the unsaturated or saturated zones. Despite the "Hoyfmet forcing of the system,
they found that both, Horton and Dunne (i.e. saturation exceerland flow) streamflow
generation processes, are important for the R-5 catchrii@etDunne mechanism dom-
inates along the channel axis, while the Horton mechanistomsinant in areas of low
permeability. Using InHM the authors could track dynamidtwg and drying histories
of partial-source (a single streamflow generation processittant) and variable-source
areas (where both mechanisms play a role).

Panday and Huyakorn (2004) presented a physics-basedlgpdistributed model
with additional capabilities to account for agriculturaktures at the catchment scale,
namely thestorage exclusiobased on the definition of an obstruction height term and the
depression storageelated to rill heights. They successfully tested theirlengentation
on the so-called tilted V-catchment by direct comparisordlutions obtained with two
traditional hydrological simulation codes: HSPF (BicKredlal., 1993) and HEC-1 (US
Army Corps of Engineers, USACE).

Kollet and Maxwell (2006) presented an alternative coupéipproach where overland
flow is simulated as a free-surface boundary condition ofptinsics-based model. It is
based on the assumption of pressure continuity across tfecstsubsurface interface
(i.,e. common-node approach). This approach was used by Blhand Kollet (2008)
to quantify the effect of subsurface heterogeneity on Hoao runoff generation and to
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identify settings where groundwater flow dynamics diref#isd back to the land-surface-
atmosphere energy exchange (Ferguson and Maxwell, 20>dwélleet al., 2007).

Studying lake-groundwater interaction in a glacial outwéerrain (area= 4 kn;
Boreal Plains of northern Alberta, Canada), Smerdon|eR8DT) reported a successful
application of a physics-based model at the watershed.sddley found that, due to
the transition from the frozen to the thawed state of ripapaat in summer, a seasonal
time-dependence of saturated hydraulic conductivity andage coefficient had to be
incorporated in their model.

Kolditz et al. (2007) presented a regional hydrologic soddal (RHSM) and ap-
plied it to simulate groundwater recharge patterns at aonagiscale for the Beerze-
Reusel drainage basin (Netherlands). This investigatiotved into the proposal of an
object-oriented concept for the numerical simulation ofitifield problems in coupled
hydrosystems, the so-calledmpartment approac{Kolditz et al., 2008).

Li et al. (2008) studied the hydrological response of thefiduireek watershed (area=
~ 286.6kn?) honoring eight different hydrostratigraphic subsurfaois with the physics-
based, surface-subsurface model HydroGeosphere (Tinetrad., 2008). Subsurface hy-
draulic head observations, taken during a reference pesieck used to constrain the ini-
tial condition for the simulated three-dimensional hydgtal response driven by daily
precipitation as measured from April to December of the yd&86 and 1987. Calibrat-
ing seasonally variable parameters controlling evapspmmation based on Hargreaves
and Samani (1985) and Kristensen and Jensen (1975) for &nel 986, they found that
their simulated stream-flow matched the measured one fof aB®ur different gauging
stations within the catchment reasonably well. The subserfesponse was not assessed
due to the lack of concurrent hydraulic head time-seriea.dat

Considering both, surface and subsurface hydrologicpbrese at the watershed scale,
Jones et al! (2008) applied the physics-based InHM modéftolate the response of the
Laurel Creek watershed (Ontario,CA) (area¥r#) to two discrete rainfall events with
420 and 900 hours duration. Their results show moderatesagmet in simulated and
measured runoff as well as subsurface hydraulic heads, eambmkstrate the dynamic
nature of the interaction occurring between the surfacetaegubsurface hydrological
regimes. Their overall conclusion is that fully-coupleakface/variably-saturated subsur
face models are applicable at the watershed scale and |yossiirger scales. Neverthe-
less, they emphasize the need for more studies with moreretrapsive data in order to

improve the state of the art of coupled surface-subsurfamdeting.

Goderniaux et al! (2009) studied the impact of climate ckamggroundwater at the
Geer-basin (Belgium) using a physics-based surface-siaigeumodel. They investigated
the evolution of the groundwater levels under differentelie change scenarios generated
using six regional climate model(RCM) assuming SRES A2 siois (medium—high)
scenario (e.g Fowler and Kilsby, 2007). Their results sstggethat the use of an sur-
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face—subsurface modeling approach and sophisticatedteliomange scenarios improves
the correspondence of the model with the real system. Funthre, they indicated that
the use of a spatially distributed evapotranspiration mmadgther with the physics-based
model represents a step forward in order to understand thadnof climate change on
groundwater resources.

Despite the above mentioned successful applications dipgnpased models, objec-
tions to these types of models are widely discussed in theolggical literature. Apart
from the question of parameter identifiability, uniqguenessl the need for effective pa-
rameter values at larger scales, (€.g. Beven, 1993, 200Z) 2the range of validity of
Richards’ equation has been posed as a problem of physsestimaodels: Downer and
Ogdeni(2004); Vogel and Ippisch (2008), among others, hawdgr out that consistency
with the assumptions underlying Richards equation requreigh spatial resolution that
also depends on soil type and the scale of heterogeneitesenRwork ot Kollet et al.
(2010) has shown, however, that such a refined resolutioossilple even at catchment
scale by the use of high-performance computing. Commonlghisics-based models,
Richards’ equation is handle as an effective law leadingofr@priate system behavior
rather than a fundamental soil-physical law.

2.2.3 Nitrate Transport Models

The pollution of surface water and groundwater by nitrata isell-known worldwide
problem. Inorganic nitrogen fertilizers represents oné¢hef most common source of
nitrate. In fact, agricultural activities represents thaestrsignificant anthropogenic source
of nitrate contamination in the subsurface. In this respida conversion of natural to
agricultural systems may affect water quality by addingsiderable amounts of nitrate
to the system. This concern has led to increased effortstterbenderstand the fate of
nitrogen at agricultural catchments.

The nitrogen cycle in agricultural soils represents a vampglex system (see Fig.
2.2). The common forms of inorganic nitrogen include nér@O3), nitrite (NO,),
nitrogen gasN), ammonium I(\IH4+) and ammonid{Hs). Nitrogen is also a major con-
stituent of the organic matter in the form of proteins. Thgangy of the atmosphere is
composed by nitrogen gas. Atmospheric nitrogen can be fixedrverted to nitrate, by
cyanobacteria in lakes and the ocean; and by bacteria lonntpe root of plants such as
legumes and lichens. Rainwater may also contain dissoltedenand ammonia. Nitro-
gen may also be released to the subsurface from sewage | avastas and fertilizers.

In the subsurface, oxidation and reduction of nitrogen igsas accomplished by mi-
croorganisms. Under oxidizing conditions ammonium is @rted to nitrite, which is
converted to nitratentrification). Nitrite is a very reactive ion and is almost immedi-
ately converted to nitrate, so that only little nitrite isufad in the environment. Under
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Figure 2.2: Nitrogen Cycle in Agricultural Soils

reducing conditions nitrate is converted primarily to ogen gas, a process known as
denitrification Organic matter will decay to ammonium under reducing comas (min-
eralization. If the groundwater is under reducing conditions, the amiono will remain

in the ammonium form. If it is oxidizing, bacteria will cormghe ammonium to nitrate
(nitrification).

In agricultural areas, when fertilizer is applied to sodnge of the nitrogen may be
taken up by microorganisms in the soil, a process knowmasobilization The immobi-
lized nitrogen may be incorporated into proteins, nucleidsy and other organic nitrogen
constituents of microbial cells and cell walls; as sucheitdmes part of the biomass. As
the microbes may die and decay, some of the biomass nitroggrbmreleased as am-
monium through the process of mineralization; the remainhelergoes conversion to
more stable organic compounds, ultimately becoming a gasbiborganic matter. The
stabilized organic compounds are not readily availablddatp; therefore, the net result
of immobilization-mineralization is a decrease in the kllity of the nitrogen added
to soil as fertilizer, and also the partial conversion okthitrogen to a form that is not
subject to loss from most soils. Nitrogen loss during hargllstorage and spreading of
manure (organic matter used as fertilizer in agricultureyralso occur and it is known
asammonia volatilization

The extent to which fertilizer is immobilized depends ldygen the supply of carbon,
which is used by soil microorganisms as an energy sourceafitplar importance is the
ratio of available carbon to mineral nitrogen or Carborvdgen (C/N) ratio. When this
ratio is very low, mineralization exceeds immobilizatievhereas at high ratios of C/N,
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immobilization exceeds mineralization. Also of importans the type of carbon source.
In the presence of a simple substrate such as glucose, mong&ogen is quickly con-
sumed and disappears within a few days. With complex substrauch as cellulose
from plant residues, the process is slower, and the suppglyoofanic nitrogen is never
completely exhausted (Azam et al., 1993). The microorgasiesponsible for immobi-
lization utilize ammonium in preference to nitrate (Jamsd®58), which is in agreement
with reports that suggest that immobilization-minerdimais more extensive with am-
moniacal fertilizers than with nitrate fertilizers. Immbpation-mineralization process
may also be affected by environmental conditions, such mpdeature, soil moisture
content, and pH.

Nitrogen is the macronutrient more required by the plants @ften limits growth.
Plants have evolved multiple strategies for acquiringogien, which range from the up-
take of nitrate to nitrogen fixation and even carnivory. Heerein soils with annual
crops, nitrate is the most abundant source of nitrogen. heige, in a typical aerobic
agricultural soil, both nitrate and ammonium are presenhlttate is the major form. For
instance, optimal growth of tomatoes occurs in soil withta i nitrate to ammonium of
3:1 and itis inhibited if the concentration of ammonium ie togh (Crawford and Glass,
1998).

Several models have been developed for modeling nitrogersfiormation and ni-
trate leaching in the root zone, e.q. DAISY (Hansen et aR1)9ANIMO (Rijtema and
Kroes, 1991), LEACHNI|(Hutson and Wagenet, 1991), SOILN f3slon et all, 1987),
EXPERT-N (Gayler et all, 2002)), but only a small number hiéneeability to simulate in
an integrated way flow and transport at catchment scale.

In the last decades, the considerable advances made ircpthased models have
encouraged the development of solute transport modelshwdtiow the detailed repre-
sentation of a catchment, including the coupled 3-D surfadesurface transport of a set
of interacting solutes. Fully-integrated flow and transpoodel may be used to represent
the transport of nitrate leached by irrigation practicesulgh the unsaturated subsurface
and its discharge to seepage areas and into surface wasggrdtion is very important as
it ensures that the distributed parameters for the nitrogarsformation and nitrate trans-
port are entirely consistent with very complex geological alimatological patterns.

Main solute transport processes to be accounted for in ataitnodel are advec-
tion, dispersion and plant uptake. Due to the complexityhefnitrogen cycle a nitrate
transformation model able to simulate mineralization, oiifization, nitrification and
denitrification coupled to the solute transport model mayp &le required in some cases.
The latter can be expressed as:

dCNQ,,

Frai —&in+é&—&a+1-U (2.23)
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where( is the rate of the process indicatedinyimmobilization;n, nitrification; d,
denitrification. | represents the rates of input of nitrate for wet and dry dépas and
fertilizers. U is the plant uptake of nitrate which depend on the plant regquents and
the availability of nitrogen in the soil to meet those regquients.

In the literature, one can find a few attempts to simulate ttrate transport at catch-
ment scale using fully-integrated approaches for flow aadgport.| Styczen and Storm
(1993) presented the modeling study of nitrogen at the Kaingy agricultural catch-
ment (425 km). They use an integrated approach that couple DAISY andittetiited
physics-based flow and transport model MIKE-SHE (Refsgaad Storm. 1995; Ref-
sgaard et al.,, 1995). DAISY is a 1-D tool for the simulationcobp production and
water and nitrogen balance in the root zone, and MIKE-SHEesothe coupled system
of overland-flow(2-D), unsaturated zone (1-D) and satarat;e(3-D).

In a sequential scheme, DAISY first calculates water flow atrdgen transport from
the soil surface and through the root zone, subsequentlpéhsolation at the bottom
of the root zone (simulated by DAISY) is the input to MIKE-SH&lculations for the
remaining part of the catchment. In this approach, the faeklirom the groundwater
zone is disregarded. As DAISY is one-dimensional, in ppfecia single run should be
performed for each MIKE SHE horizontal grid cell (500 x 500. fAjom a visual inspec-
tion the results show a relatively good agreement betweesuned and observed nitrate
concentration in groundwater, nevertheless they fail s@nt nitrate concentrations at
the river outlet. A statistical measurement of the perfaroeais also missing.

Refsgaard et all (1999) used the same framework as Stycze8Stam (1993) (i.e.
DAISY and MIKE-SHE) to model flow and transport at two catchmsein Denmark,
Karup A and Odense A. They investigated the availabilityhef data required for such a
model in the European context. Additionally, they testexithpact of the grid size on the
performance of the model. Finally, they compared a disteiband a uniform agricultural
representation of the crop patterns. Their results shotitltieanfluence of the resolution
on the simulation of annual nitrate concentration sta@stlistribution is not very high.
However, the effect on the temporal distribution is rathgniicant. Using a uniform
crop type instead of distributed patterns, their results\siinat the model fails to simulate
nitrate leaching and groundwater concentrations adelyu&ieally, they concluded that
in general, the DAISY-MIKE-SHE modeling system fails alsorépresent areas where
the Hortonian overland flow is a dominant mechanism.

Birkinshaw and Ewen (2000b) presented a nitrogen transftbom component(NITS)
as an addition to SHETRAN (Ewen et al., 2000) which is a plssbiased, spatially dis-
tributed river catchment modeling system so that it can lee ts simulate integrated flow
and transport in 3-D models. NITS is able to account for naheation, immobilization,
nitrification and denitrification. The nitrogen transfoima model gives SHETRAN the
ability to simulate nitrate generation and leaching andsthiesequent subsurface transport
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through combinations of confined, unconfined and unsatliststems to seepage points
and streams, and transport through stream networks. Bhkim and Ewen (2000a) val-
idated NITS in the Slapton Wood agricultural catchment4k8v¥). The application of
SHETRAN at the Slapton Wood catchment involves simulativggapplication of fertil-
izer, the generation of nitrate, leaching and subsurfasesport to and along the Slapton
stream, and comparing the simulated and measured nitradetration at the catchment
outlet. Nitrate groundwater concentrations are not albllaThe simulated concentra-
tions at the outlet of the Slapton Wood catchment correlatglswith the observed values,
i.e. R=0.62 for individual values anB=0.822 for monthly means.

Conan et al. (2003) proposed the combined use of SWAT (Areindd., 1998), MOD-
FLOW (Harbaugh et al., 2000) and MT3DMS (Zheng and Wang, J@98imulate nitrate
concentrations in surface water and the fate of leachealtaitn groundwater with the use
of a reaction/transport model at a sub-catchment withiti@ry (France). SWAT is a con-
ceptual semi-distributed watershed model with a GIS iatarfable to outline sub-basins
and stream networks from a digital elevation model and ¢afewaily water balances
from meteorological, soil and land-use data. It also hasbikty to simulate the move-
ment and the transformation of nitrogen in the catchmentsi®processes simulated
by SWAT includes mineralization, denitrification, volaation and plant uptake. MOD-
FLOW is a well-known 3-D fully distributed model that calet#s groundwater flow from
aquifer characteristics. MT3DMS is a 3-D groundwater soluansport model that can
simulate advection, dispersion and chemical reactiongssbtl’ed constituents in ground-
water. The goal of this investigation was to validate thegnated use of these models
in a heavily fertilized region using monthly data. Alterwatscenarios were also evalu-
ated. The authors compared the results obtained using SWIAE avith respect to the
results from the coupled system SWAT-MODFLOW-MT3DMS. Raxge was distributed
according to SWAT simulation outputs for each month. Stre@uifer interactions are
calculated using a stream-routing package of MODFLOW. Thepted flow model was
calibrated in a two-step procedure: First, it was calilitateder steady state conditions
adjusting river conductance and hydraulic conductivigc@hd, specific yield and evap-
oration were adjusted under transient conditions. The MWISDmodel was based on
the grid and results of MODFLOW. The distributed nitrate aamirations calculated by
SWAT were the input for each month. Only nitrate reductionclihs controlled by oxy-
gen availability and/or pyriteHeS) was accounted for. The latter was modeled by a
first-order irreversible reaction. First-order rate canss for each geological formation,
and initial nitrate concentration were calibrated. Forgbenarios analysis, they kept the
calibrated physical and hydrological conditions. Threenseios were tested. The first
two were dedicated to test the effect of the improvement a€atjural practices. For this
goal, they decreased the annual amount of fertilizer agipdin by 20%. Another scenario
was dedicated to simulate the effect of changing practiodgb® nitrogen cycle.
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Their results were relatively good when using the couplestiesy. The Nash-Sutcliffe
coefficient for monthly nitrate load in the surface at thelettdind at an upstream station
were 0.87 and 0.60, respectively. Conversely, the nitizad lusing SWAT exclusively
was always underestimated. The future scenarios genewvitethe coupled model, con-
firms that a reduction of fertilization would lead to a redantof nitrate that percolates to
the groundwater in up to 35%. However, nitrogen soil contemild not change so dra-
matically. In the long-term, the beneficial impact of moriogEnt agricultural practice is
more evident.

Nitrogen transformation models have numerous parametaichvare very difficult to
estimate from direct measurements since some of the fotimogadescribing processes
(i.e. mineralization, immobilization, nitrification, denfication and plant uptake) are
based on semi-empirical relationships. In that respeet,déveloment of an approach
that is able to simulate the evolution of the concentratetratchment scale without the
abandonment of the physics nature of the model would be velpfii. Also, due to
the large uncertainty on the definition of nitrogen transfation processes parameters,
a parsimonious approach would be preferred. As suggestedrbg authors mentioned
above, nitrate appear to be the most abundant nitrogen foragricultural catchment,
hence in a agricultural catchment model it would be reasenakinvestigate the nitrate
fate.
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Governing Equations

HydroGeoSphere is chosen as the computational code to ddarudiee development of
the fully-integrated flow and transport model of the Lermaibalt is based on a rigor-
ous conceptualization of the hydrologic system comprisimgace and subsurface flow
regimes with interactions. The code is designed to takeantmunt all key components
of the hydrologic cycle, i.e. precipitation, evapotramapon, surface runoff, infiltration
and subsurface flow.

For each time step, the model solves surface and subsuréagefld mass trans-
port equations simultaneously and provides complete veaiérsolute budgets (Therrien
et al./2008). To perform the integrated analysis, the mosie$ a mass conservative mod-
eling approach that couples the surface flow and solutegoahequations with the 3-D
variably saturated subsurface flow and solute transportems. In the following, the
governing equations that describe the flow and transpowrmiycs are presented.

As a starting point, the basin scale water balance equafiqni?Z.1) considering the
difference of input and output flows per unit time can be esped as:

[(PAT) - (iuAj) +Qg— (iETjAj) —Qs] — (Aws + Awg) (3.1)

whereN is number of surface units (one for each land-use categrig;the total
precipitation[L/T]; At is the total area of the basjh?], | is the irrigation ratdL /T] for
each plotj with areaA; [L?], Qq is the groundwater infloyL3/T], Qs is the discharge at
the basin outlefL3/T], ETj is the evaporation rate from the soil surface and subsurface
along with plant transpiratiofL. /T| associated to each plpt Aws andAwg are changes
in surface water and groundwater storgg/T]. The components listed in Eq._8.1
are calculated implicitly within the model by integratingetlocal, spatially-distributed
quantities over each finite element grid block at each tirap.st
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3.1 Flow equations

Surface water flow is represented by the two-dimensionglgiife wave approximation to

the shallow water equations. Richards’ equation is usedpoximate three-dimensional
flow in both the saturated and unsaturated zones. Subswafateurface water regimes
are coupled using a physics-based exchange flux relatpnshi

3.1.1 Overland Flow

In the diffusive wave approximation of the the shallow waguations for overland flow,

inertial terms are neglected and a hydrostatic verticadqanee distribution is assumed.
By this, the flow velocity value corresponds to a verticalrage. The approximation is
generally applicable to mildly sloping streambeds. Théudi’e wave equation can be
written as follows|(Gottardi and Venutelli, 1993):

dpgh 0 ohy o .
o ox (H kd_x|) = —0" £ Qog with i € {1,2} (3.2)

in which Einstein’s index notation is used, implying regeghsummation about each in-
dex appearing at least twice in a produét. is the water deptfiL], h is the hydraulic
head(H +z) [L], zis the bed elevatiofiL], gog is a volumetric flow rate per unit area
representing external sources and sinks (i.e. rainfalpesation)LT 1] and ¢ is the
surface-to-subsurface exchange fafe~1], defined positive from the surface to the sub-
surface. @ [—] is the surface "porosity” introduced by Panday and HuyaK@604) to
account for the effect of depression storage and obstngta overland flow. To achieve
this, the authors defined the height of depression stotggeand the obstruction height
(hos), Which are physical parameters that can be interpretedeasiéan spacing (equiv-
alent void space) within the respective storage elemengsfaaction of flow depth.k
[LT 1] is the surface conductance, here assumed isotropic, whithe approximated
using Manning’s equation after Gottardi and Venutelli (329

2/3
k= H (3.3)

W ()" ()]

in which n,[TL~1/3] is Manning’s friction coefficient. Eq[{3.2) is subject topappriate
combinations of boundary conditions (no flow, fixed headjcai depth, normal depth).
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3.1.2 Subsurface Flow

Flow in both the unsaturated and saturated zones is sindulaiag a variably-saturated
Richards’ equation expressed after Huyakorn et al. (1984) a

oy 0Sy 0 Jh L
Sst— +@ o ks,; Krw (Sw )a—x] =0 withi, j € {1,2,3} (3.4)
subject to:
ke, Ko (S )0h _ qf at z=zgys (3.5)
e OX; +qy at lateral and bottom flux boundaries '

in which h is the total head of subsurface watky, is the saturated hydraulic con-
ductivity tensor for the porous mediuthT 1], kny is the relative permeability of the
medium as function of water saturatio®,§ [—], ¢ is the effective porosity—]|, ¢ is the
subsurface-surface exchange fluX 1], Qg is the fluid exchange with the outside of the
simulated domain through the bottom and lateral bounddki€s?]; S; is the specific
storagelL 1],  is the pressure head of watés given asy = h—z wherez s the ele-
vation[L]. nj is the normal vector at the land surface pointing upwardd,zai is the
elevation of the ground surface. Ed._(3.4) may also be stibjeDirichlet or Cauchy
boundary conditions with respect to hydraulic head.

In order to solve the non-linear Richards’ equation for tmseed flow, a relationship
must be established between the primary unkngmand the secondary variabl8g and
k., so that both can be expressed in terms of the pressure {ath(this study, we use
the van-Genuchten functions (van-Genuchten, 1980):

1- Sy,

S = S T Gy

(3.6)

with S, being the residual water saturatipn], a the inverse air-entry pressufe ],

n the pore distribution factoj—| andm defined aam=1—-1/n, n > 1. The relative
permeability k., can be calculated as:

Sw—Sw,

_ 1/2 /Mym ; _
kw(Sw) = (So) 1-s'M with S=7 %,

(3.7)
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3.1.3 Surface-Subsurface Coupling

The surface flow equation is solved on a triangular 2-D finikenent mesh on top of a
matching subsurface prism grid, i.e. ®llandx, coordinates of the individual surface ele-
ments are the same for the corresponding subsurface eleném surface flow equation
Eq.(3.2) is coupled to the 3-D subsurface equation Eq.(8z8eakage through an inter-
face layer. The surface nodes are connected to the firseaibsurface flow nodes via a
first-order relationship (i.e. the dual node approach) Wwis&n be expressed according to
VanderKwaak|(1999) as:

o = Kr ka3

le

(Y—H) (3.8)

in which k; is the relative permeability for the exchange flux, ksz is the vertical sat-
urated hydraulic conductivitfL T ~] of the underlying porous medium aiyglis the in-
terface layer thicknesd|. The relative permeability terrk. is the same as the relative
permeability of the porous mediufik.) when water flows from the subsurface to the
surface, while in the opposite directidk, is determined by the ratio of the water depth
H at the surface to the total obstruction heighg € hos+ hys) (Panday and Huyakarn,
2004).

3.2 Solute transport

The solute transport is simulated using a two-dimensiodedetion-dispersion equation
for the surface domain, and the 3-D advection-dispersiaragon for the subsurface
domain. The surface-subsurface transport coupling isopadd using a 1-D advection
term.

3.2.1 Surface domain

The equation for two-dimensional transport of solutes @drface domain can be written
after/VanderKwaak (1999) as:

Jdes | = = sS e S _

E"‘UVCS—V(HD vcs)—qm+qm—0 (3.9)

whereD?® is a two dimensional hydrodynamic dispersion tensor of tirfase flow do-

main representing diffusion and spreading due to turbutering [L2T ~1]. csis the sur-
face concentratiofML~3]. Concentrations represent depth-averaged quantitiesibec
rapid vertical mixing in shallow water is assumeg, represents the solute exchange rate
between the subsurface and the surfade—3T ~], andgg, a source/sink solute rate for
the surfacéML—3T 1],
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3.2.2 Subsurface domain

Three-dimensional transport of solutes in a variably+sdéd porous matrix is described
by the following equation:

7}
qoSNd—quch—v(goSNDvc) —r=0 (3.10)

subject to:

Jc { On at  Z=Zgyr (3.11)

v = ,

0% +q% at lateral and bottom flux boundaries
wherec is the subsurface solute concentratjidti_—3]; v is the seepage velocify T4,
r accounts for the chemical reactiofdL—3T ~1]. ¢, is the surface-subsurface solute
exchange ratéML~3T 1], and g, is the solute exchange rate with the outside of the
simulated domain through the bottom and lateral boundévés 3T ~1]. Dj; is the hy-
drodynamic dispersion tensfi’ T ~1] expressed after Bear (1979) as:

ViVj
@SwDij = (a —at)m + (at|a| + @SwDe) (3.12)

wherea; anda; are the longitudinal and transverse dispersiyify respectively.De is
the effective diffusion coefficierfit.>T ~1]; and;j is the Kronecker delta.

3.2.3 Surface-Subsurface Coupling

The surface-subsurface solute exchange can be expregbeal lvD advection term:
Om = 9Cups (3.13)

wherecyps is the concentration upstream of the fliML~2]. It equalscs when the
flow is from the surface to the subsurface and eqoaken the flow is from the subsur-
face to surfaceqf is the flow exchange rate calculated by BB
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Model Protocol

In physics-based model applications, one may pretend tw khe relations between the
quantities of interest well enough to perform predictiobsing parameter values from
different sources, we predict the outcome of the physidatactions by calculating state
variables. In fully-coupled, surface-subsurface modeks,may calculate the flow ve-
locity field of the coupled system based on parameter valuethé saturated hydraulic
conductivity, van-Genuchten parameters and surface rmsgghcoefficients. These cal-
culations never give exact predictions because of conakphd parameter uncertainties,
and measurement and computational eriors (Cirpka, 2010).

In order to demonstrate that a given site-specific modelpsloi® of making accurate
predictions while honoring realistic hydrological stresand material properties, we need
to perform a model validation. A modeling protocol to vatieldully-coupled physics-
based models at catchment scale adapted from the presgnfedtibrson and Woessner
(1992) is proposed in Figute 4.1. It includes establishimgpurpose of the model, the
conceptual model construction, the computer code seteatiodevelopment-, the model
design, parameterization, calibration, sensitivity gs@l and the validation or definition
of prediction capabilities of the model.

4.1 Establish the purpose of the model

It is very important to define the purpose of the modeling reffdn that respect, the
guestions that the model will address and the best way toertsem should be defined.
According to the purpose, the model may be classified as giregli interpretative or

generic. The definition of the purpose of the model shoulchbevery first step in every
model application as it may help to define if the model is neagsafter all or a more

parsimonious approach would be enough to answer moreigéfgcthe questions posed
as the heart of the investigation. In this step, modelers ohersde whether an analytical
model provides an acceptable solution of the question omaenical model is needed.
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Define purpose

[ Field data j—» Conceptual model

Code selection

Model design

Adjust the
model design

[ Field data ]—» Parameterization

Calibration

Adjust the Validation and
calibration Prediction
Postaudit

Figure 4.1: Catchment model protocol

After we decided that a numerical model is required to addoes research questions,
the purpose of the model will indicate us what governing équa should be used, and
eventually what code will be the more suitable (Anderson\Mogssner, 1992).

4.2 Develop a conceptual model of the system

The purpose of the construction of the conceptual model ssplify the field problem
and organize the available field data so that the system dagttsr understood. Field data
and prior information is processed and assembled inclulaygological stresses, topo-
graphic and geological maps, management information ifgigation volumes, fertiliza-
tion registers, land-use maps) and expert information faumner interviews, geological
interpretations).

Theoretically, the closer the conceptual model is to thesgstem, the more accurate
is the numerical model. However, in practice it is desirablgtrive forparsimonyAnder-
son and Woessner, 1992). The principle of parsimony, or @&caazor, calls for keeping
a model as simple as possible while accounting for systemmegses and characteristics
that are important to predictions (e.g. Hill, 2006).

The development of the conceptual model for physics-basédce-subsurface mod-
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eling includes the definition of: (1) the area of interest #melboundaries of the model;
(2) surface and subsurface units in order to account foirfgrand material properties
variability; and (3) the flow system that allows to understéime movement of water be-
tween surface and subsurface, identify surface and s@asutiischarge areas, and aquifer
connections.

4.3 Selecting the system of governing equations and a suit-
able computer code

The computer code is the algorithm able to solve the matheatahodel numerically.
The computer code and the governing equations should bigederComputer code ver-
ification refers to the comparison of the numerical solutienerated by the model with
one or more analytical solution or with other numerical sols. Most of the more
common codes used for surface and subsurface modelind@BFLOW (Hill, 1992),
InHM (VanderKwaak and Loague, 2001), HydroGeosphere (Téreet al.) 2008), have
already been tested.

Governing equations verification refers commonly to the ganson of the theoretical
results to laboratory experiments. However, the verifocatf the applicability of a set of
governing equations to a particular catchment can only beraplished by applying the
model to the catchment and comparing the model simulatmfisltt measured data. For
this purpose, the following steps are proposed.

4.4 Model design

The conceptual model is expressed in a suitable form to beeleddThis step includes:
(1) the design of the grid; (2) the definition of the boundampditions; and (3) the defi-
nition or generation of an appropriate initial condition.

The design of the grid consists of the construction of a disted domain which is an
array of nodes commonly associated to finite difference celfinite elements. The nodes
(and elements) form the framework of the numerical modele @¥erall dimensions of
the grid are determined by the extension of the domain anduheerical technique used,
I.e. finite difference or finite elements.

In the finite difference method, the solution domain is détized as a rectangular grid.
The intersections of the grid lines are the nodes at whicldifference equation that will
be derived is written. Finite differences grids types ineuhe block-centered grid and
the mesh-centered grids. In the former, flux boundariesya\aee located at the edge of
the block, and in the latter the boundary coincides with aen@dhderson and Woessher,
1992).
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Applying the finite element method, the domain is dividediathumber of elements
making up a grid. The point where the element corners mee¢haneodes. In general, fi-
nite elements allow more flexibility in designing a grid. Gdienensional elements can be
one-dimensional line or curve elements; two-dimensiolghents can be either triangu-
lar, rectangles or quadrilaterals; and three-dimensiele@hents can be prisms, pyramids
or bricks. The key of the finite element method is a minim@afprinciple that allows
to solve the nodal values so that the numerical error is me@thon average over the
domain.

In a surface-subsurface fully-coupled model, we typicaled to define multiple
boundary conditions: subsurface flow boundary conditiowtude Dirichlet (first-type)
boundaries of prescribed hydraulic head, source/sinkpa@ation or open-exit boundary.
These boundary conditions may also vary in time.

For the surface flow, boundary conditions includes clin@galal (e.g. rainfall, evapo-
transpiration) and anthropogenic direct inputs (e.ggation) and Dirichlet of prescribed
water elevation. Boundary conditions at the divide of théase domain should be also
defined. Types of this boundary includes critical depth ard-zlepth gradient (Therrien
et al. 2008). Boundary conditions for solute transportleaefined as Dirichlet bound-
aries of prescribed concentrations, prescribed mass flI@aachy boundary conditions.

Ideally, the initial condition would be established from @mprehensive data col-
lection campaign that provides the modeler with a snapshttesystem state at the
beginning of the simulation period. Unfortunately, suchuetinitial condition is hardly
available for any catchment. Therefore, typically an alitondition needs to be gener-
ated. Some methodologies used for this purpose include:

1. Long-term average forcing (“spin-up®). An initial condition is generated by forc-
ing repeatedly the system with historical-average valugs a quasi-steady state
is reached (Jones etlal., 2008). Measured data (i.e. hydfadds and/or stream
discharge) at the beginning of the simulation period may $eduo estimate the
goodness-of-fit of the initial condition (Li et al., 2008).

2. Draining of the system An initial condition of the coupled surface-subsurface
system is generated by simulating the drainage of the cachifmom an initial
saturated state until a good agreement between simulatedlaerved values is
achieved (e.g. VanderKwaak and Loague, 2001).

3. Dynamic water balance The system is forced with meteorologic input data until
the head distribution in the entire catchment does not aghangmore when com-
paring a certain day of the current year with the same dayeopthvious year. To
force the system, we can use one-year rainfall and evappiration from the year
previous to the beginning of the simulation, or from a typiesar when this is not



37 Parameterization

available |(Perez et al., In reviaw). In similar way to theyioes cases, measured
stream discharge and/or hydraulic heads may be used tdvéegbbdness-of-fit of
the initial condition.

A combination of more than one method has been also used ia powious studies
(e.g..Sudicky et all, 2008).

4.5 Parameterization

In the case of physics-based models, before performingaityration, the set of calibra-
tion parameters should be defined. This process has beereckefe in the literature as
parameterization (Refsgaard, 1997; Refsgaard and St&8&) br pre-calibration (Do-
herty and Hunt, 2009). In the following, | will attached te@tterm proposed by Refsgaard
and Storm|(1996) and refer to this parameterization

In the parameterization, calibration parameters and phifgiacceptable and sensi-
tive ranges of values for these parameters, i.e. calibrgiarameter space, should be
also defined. The bigger the calibration parameter spadeasmore computationally
demanding the calibration is. We should also be able to d#iimspatial patterns of the
parameter values so that a given parameter reflects thdisgmivariation described in
the available field data (e.g Abbott and Refsgaard, 1996sdafrd and Storm, 1996).
Vegetation types, soil types and geological layers are ekesrof the use of representa-
tive parameter values. An adequate starting set of paramwaiiees would also be very
useful, as it would help to reduce the number of iteratiomsatds the optimal solution.

An adequate calibration parameter should have an impaetéedt on the model out-
put. More specifically, the available observed data shoadmsitive enough with respect
to the parameter, so that the parameter value can be iddnt8ensitivities are typically
used in parameterization as they quantitatively indidagarifluence of the parameters on
the model outputs. For simple models, it is easy to deriveerleform expressions of the
sensitivities, however for most models it is more compkdaand the sensitivities must
be evaluated numerically.

Numerical differentiation may be used for the evaluatiors@nisitivities in physics-
based models. To evaluate sensitivities with this methadcensider the model output
at locationx and timet given a vector of parameter valupswith a total ofnpa values,
defined asf = f(x,t,p). Hereby,f(x,t,p) represents the simulated model output at the
same location using model parameter vegtoFor surface-subsurface modefgx,t,p)
can be a simulated hydraulic head for the subsurface donmaira &imulated discharge
for the surface domain.

For the calculation of sensitivities only model outputs bservation locations and
times are considered. An approximation of the sensitigdity dp; can be computed nu-
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merically using a forward-difference scheme:

o1(xt.p) _ f(xt,p+8ap) — f(x.t,p) @)
opi Api '
whereg represents an all zeros vector with a one at posit@amdAp; is a small pertur-

bation.

In linear problems, a small perturbation will generate tams effect on the model
output no matter the original parameter value. Hereby if e, parametersypar +
1 simulations will be needed: one with the original set ofgpaeter values andpar
changing each parameter value by a small increment. Thigsasas referred to in the
literature as local sensitivity (e.g. Saltelli, 2008; vangasven et al., 2006).

In nonlinear problems, sensitivities may change signifigaior different parameter
values as the effect of the perturbation on model outputsmtgpn the original parameter
value. For this case, we may need to calculate (local) seitis$ ats different parameter
values for each parameter = 1,2..npgr, i.€. global sensitivity. This procedure leads to
a much larger number of required simulationgs;2+ s, + ..., ) -

In surface-subsurface models, due to the nonlinearitycéestsa with the unsaturated
zone, sensitivities may be affected as parameter valuegehati within the course of
parameterization, parameters sensitivities evaluatdifatent parameter values are very
similar, the nonlinearity causes no problem. In contrastonsistencies may occur when
the sensitivity of one or more parameters change drastic&ll given parameter may
be locally considered unimportant in terms of the hydratagresponse but it could be
very important globally. This situation may lead to lump on@ant parameters based
on incomplete information and in this way affect the pradetapability of the model.
From this perspective, in physics-based coupled model weddaequire the calculation
of global sensitivities for each parameter to ensure thegwaate design of the calibration
problem.

The quantitativeness of the measure of sensitivity for @mgparametep may also
be affected by the nominal values chosen for the remainimgnpeters (van Griensven
et al.,.2006). Consequently, it results appealing to refteaexperiment for several sets
of nominal values of th@par — 1 remaining parameters for each of thealues of the
Npar Parameters. Thus, many partial global sensitivities camtegrated in arabso-
lute global sensitivity measure. This procedure increasesdateired simulations up to
(Npar+1) (S x S x 83 % ~~~Snpar)- The computational effort required to complete the large
number of simulations required to calculate an absolutbailsensitivity is hardly feasi-
ble in complex fully-coupled, physics-based models dudéoassociated computational
effort.

Parameter correlation is an additional concern in the cliin of hydrological mod-
els. In particular, in the case of high parameter correfatietween two or more param-
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eters, changes in one parameter can be offset by changdseinpatrameter(s), with the
result that they can be varied in certain ratios with vityab effect on any model output
for which a corresponding field measurement exists (Dohemty Hunt, 2009). In that
respect, high parameter correlation may result in a noguenset of calibrated param-
eters. Hence, parameter correlation should be studieceipanameterization. For this
purpose, we may calculate the covariance matrix of paras€lg at random location
of the parameter space. The latter would allow us to asseswnitidel parameterization
in terms of parameter correlation (Anderman etlal., 1998), about a giverp can be
calculated from the covariance matrix of er@y, by linearized error propagation:

Cop=(JTCy )t (4.2)

with J being thengps x Npar sensitivity matrix containing all terms of the forgtf /d p; cal-
culated at observation locations and according observétites.nys is the total number
of observations considered in the calculatiorCgp.

From Cpp with entriescij, correlation coefficientsi; can be calculated (after Sun
etal., 2001) as:

rij = Cij/\/GiCjj (4.3)
Standard statistics text books, €.g. Navidi (2008), carsadcorrelation coefficient
larger than 0.75 as indicative of a high linear correlation.
Composite scaled sensitivitie€$S were introduced by HIll[(1992) as a statistic
guantity that allows grouping all available observatiam®rder to define which param-

eters are more important to reproduce the observatiG8sScan be expressed after Hill
and Osterby (2003) as:

(CS$)? = diag(i[PJT wJP]) (4.4)
Nobs

whereP is annpar x Npar diagonal matrix with the values @f on the main diagonalw
IS anngps X Nops diagonal matrix with weighting values for each observatiwat can be
assumed as the inverse of the errors covariance nﬁ@}x

In summary, an adequate parameterization of a physicsilsastace-subsurface model
should include a global sensitivity analysis and a con@ategtudy of the parameter space.
Global sensitivity analysis may help identifying which gareters are important in the
model fitting, i.e. calibration set of parameters; and in tvaages they are sensitive, i.e.
definition of the calibration parameter space. In generaladequate parameterization
process would allow speeding-up the calibration procesgiéytifying poorly identifi-
able parameters, and narrowing down the calibration paearapace. As high parameter
correlations may mislead the calibration, a correlatiodgtvould also help to recognize
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potential problems in complex models, and to set-up an atedualibration problem. In
case that high parameter correlations are calculatedtsegould allow either fixing pa-
rameter values, adjusting the model design, incorporatifay information or collecting
additional field data, before starting the calibration.

4.6 Calibration

The purpose of the calibration is to establish that the moaelreproduce field measure-
ments, i.e. heads and discharge, and to estimate paranadtes\based on measured
quantities. In surface-subsurface models, such measuatsraee typically stream dis-
charge, hydraulic heads, surface and subsurface congensial he calibrated values are
achieved by modifying systematically the parameter valugs the agreement between
measured and simulated values is maximal.

Calibration can be performeadanuallyor automatically While manual calibration is
deemed to be subjective due to the arbitrary decision of theeher about the goodness-
of-fit, automatic calibration may imply significant comptiba times not affordable in
very complex applications. The choice of the calibratiorthod relies on the modeler
and is conditioned by the model running time.

Although the number of parameters depends largerly on gwuton of the spatio-
temporal parameter fields. Transient fully-coupled motalge been commonly dealt as
an overdetermined problem as they have much more measuemendaily discharge
and hydraulic heads, than parameters, i.e. soil hydrautipgsties of a few geological
zones. Hence, we can not expect the fitted model to meet abureaents perfectly.
Instead, the aim is to optimize an overall model performasteéistic such as the root
squared mean error (RMSE) or the Nash-Sutcliffe coeffidigpt Calibration helps also
to identify conceptual errors: if we cannot tune the paramseto that the model simula-
tions are within the expected range of error, the underlgisgumptions must be wrong.
Unfortunately, the opposite does not hold, that is, a pdyfealibrated model does not
ensure a correct conceptual model (e.g. Bredehoeft) 2003).

The uncertainty in measured data (measurement and ateatosr) and in boundary
conditions and model assumptions (epistemic error) carxpeessed by the covariance
matrix Cyy. Then, a weighted least-square criteriphfor the goodness of a fit can be
expressed after Cirpka (2010) as:

X*(p)=¢€'Cyle (4.5)

whereg; is the vector of errors consisting ofps entriesg; = o(x,t) — f(x,t,p), with
o(x,t) being the observation at locatienand timet, and f (x,t,p) the simulated model
output at the same location using model parameter vector
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In the calibration then we seek a set of parameperghich minimizesy?. Addi-
tionally, for a good modek? should approximately equal the degrees of freedom, i.e.
Nobs — Npar-

The calibrated model may be influenced by uncertainty owoertbe inability to define
the exact spatial distribution of parameter values. Noigueness and identifiability of
the calibrated set of parameter values are deemed to dffecapability of the model to
reproduce the natural system. Such problems in physiadibasdels have been widely
discussed in the literature (e.g. Beven, 1989; Ebel and wea2006). Due to high param-
eter correlation between parameters, it remains diffiodbtain a unique set of parameter
values in calibration. As reported by Maier et al. (2009js ik particularly problematic
for van-Genuchten parameters.

In this study, | follow the definition of Ebel and Loague (20@&d distinguish be-
tween uniqueness and identifiability. A set of parameteueslis called identifiable if
each individual parameter has an influence on the model gutpu the model output
Is sensitive to changes in each parameter, evaluated di®seét of calibrated parameter
values. A set of parameter values is called unique, if theesaptimal model perfor-
mance can not be achieved with another set of (differengmater values. Uniqueness
and identifiability can, but do not need to be related.

To evaluate identifiability and non-uniqueness about the&ealibrated parameter
values, the covariance matrix of the parame@ys may be calculated after Eq.4.2. The
main diagonal ofCp, contains the estimation variancg of each parametep. It ex-
presses the uncertainty in the determination of the valukeo€alibration parameters. If
03 is small compared to the value pfthen the observations contain enough information
and are sensitive enough grio identify the value op, i.e. they are identifiable.

Alternatively, the composite scaled sensitivi§SS has also been used to study pa-
rameter identifiability (e.g Anderman et al., 1996; Fogliale 2009| Hill and Tiedeman,
2007). Non-uniqueness about the set of calibration paemmean also be studied by
calculating the correlation coefficients from the entrie;j of the covariance matrix of
parameter€p,, as expressed in EQ. 4.3.

Traditional statistical measurements like the root mearaseg error (RMSE) and
the Nash-Sutcliffe coefficient) are typically used to evaluate the performance of the
calibration in physics-based models (e.g Jones et al.,)2008se measures are further
discussed in sectidn 4.7.

4.7 Validation and Prediction

The purpose of validation and prediction is to establistagmeconfidence in the model
by using the set of calibrated parameters to reproduce andesmt of field data. Test-
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ing schemes used to evaluate the predictive ability of Hpdioal models have been
widely discussed in the literature (e.g Abbott and Refsgiad996; Ebel and Loague,
2006; Kirchner, 2006; Klemes, 1986, 1987; Loague and Vaftweaak, 2004). In partic-
ular, the hierarchical testing scheme proposed by Klem@##{(,1198/7) has been posed as
the most adequate for testing the capability of a model tdiptéhe hydrological effect
of climate change, land use change, and other non-stayicpaditions. Four basic cate-
gories of typical modeling tests proposed by Klemes (19&@)@eviously discussed by
Refsgaard and Knudsen (1996) are presented below:

1. The split-sample testinvolves splitting the available dataset into two periaasn-
monly, of a similar length: one for calibration and other ¥atidation.

2. The differential split-sample testinvolves calibration of a model based on data
before a catchment change occurs, adjustment of model ptesio characterize
the change (if required), and validation on the subsequenmg. Differential split-
sample tests have been commonly used to show the ability sti@bdted model
to reproduce different climatological conditions (Abbattd Refsgaard, 1996). A
basic requirement of this test is a record of concurrentatiicforcing from which
different periods can be chosen that have different hisibigonditions. For in-
stance, if we want to model a transition to a wetter scenadgoan increase in irri-
gation, the model should be calibrated using a dryer dataskthen validated for
the wetter case. In general, a differential split-sampséitea simple split-sample
test, that presents two segments with markedly differentitimns.

3. The proxy-basin testinvolves no direct calibration as only information from eth
gauged catchments is used. In this respect, validationthishscheme comprises
identification of a gauged catchment deemed to be of a siméture to the catch-
ment being validated; initial calibration with the gaugeasim and transfer of pa-
rameter values to the model being validated, includingstdjent of parameters to
reflect actual conditions within the validation catchmemigl finally validation.

4. The proxy-basin differential split-sample testinvolves again no direct calibration
but information from other (gauged) catchment is used. Withscheme validation
comprises initial calibration on the other catchment; sfanof the model parameter
values to the catchment being validated; selection of ongnpeter dataset before
and one after the change; and subsequent validation on batup.

Among the schemes proposte split-samplendthe differential split-sampléests
are deemed to be suitable for the case of gauged basins. Gkelpasin test can alterna-
tively make use of results from an already calibrated basemted to be of similar nature
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of the one being validated, in where the parameter valuesliezetly transfered to the
model being validated.

The evaluation of the predictive power of a physics-basedahshould include the
estimation of maximum error (ME), the root mean squaredrdRMSE), the coefficient
of residual mass (CRM) and the Nash-Sutcliffe coefficit( These statistics have been
previously used to estimate residual errors and charaetsgistematic under and over-
predictionsi(Jones et al., 2008; Loague and Kyriakidis,/)9®MSE represents an ag-
gregated measure of model precision; CRM is the aggregatedume of the "deviation”
of the predicted values in relation to the observed onesidensg the sign of the de-
viation. The latter implies that both positive and negatieviations contribute to the
calculation of CRM, thus in a well-balanced model the realdalues should cancel out.
In that respect, CRM represents a measure of model undem\ardstimationN;, is a
typical statistic for assessing the goodness-of-fit ofdi@m hydrological models.These
performance measures are defined as:

ME = max§ — Oi|{} (4.6)
1 Nobs 5 1/2
RMSE= {@S;(s —0) ] (4.7)
ey (Oi - S)
CRM = S50 (4.8)

(S - 0)?

5(0 —0)?

Where§ are the simulated values at measurement locatOnare the observed (i.e.
measured) values, amgdysis the number of observations. For ME, RMSE and CRM the
ideal value would be 0, whereas fisf it would be 1. Negative values of CRM indicate
a tendency of the model to overestimate discharge and hyditzeads. Negativeé\,
indicate that the model prediction is worse than simply géie mean of the observations
as a predictor.

If it is required to significantly change the calibrated paeter values during the
validation it may be impossible to match the calibratiorgéts. In that case, it would
be necessary to repeat the calibration process includitig dadibration and validation
targets. Consequently, the validation dataset becomésfdue calibration and another
independent dataset would be needed to perform a new vahdzftthe model.

N, = (4.9)
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4.8 Post-audit

A post-audit is conducted several years after the modetudyss completed. New field
data is collected to define whether the predictions of theghaader climate and/or water
management scenarios were correct. A post-audit procesddsansure that there has
been long adequate time for significant changes to occuicdly the post-audit lead to
new insights into system behavior which may lead to chang#sei conceptual model or
changes in the model parameters.

In summary, in this chapter a model protocol to constructwaidate a fully-coupled
physics-based model is presented. The protocol includesesof steps intended to en-
sure the adequate ability of the model to simulate the ndysiem. Among these steps,
parameterization and calibration processes representritical points within the devel-
opment of this type of models as they are constrained by ctatiponal times. Hence, in
the following a novel methodology is discussed that helpsped-up these procedures.
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Hillslope Equivalent (HE)

5.1 Geometrical simplification

The combination of sensitivity studies and parameter tatiosn analysis represents a
formal parameterization process. Unfortunately, in ptgsbiased models, this process is
commonly avoided due the huge computation times requireh{ins or years). There-
fore, the relevant parameters are left to be decided by thdeleobased on subjective
criteria. In this respect, a model simplification that alfoiw speed-up the parameteriza-
tion would be very helpful tool.

In this chapter, the hillslope equivalent (HE) is presertteat represents a simpli-
fication of the realistic catchment. The 3-D geometricaflglistic model (GRM) of the
catchment is converted into a 2-D equivalent hillslope. Sindace areé& and the perime-
ter Pe of the GRM are preserved and the topographic structure igectad into a single
hillslope keeping the hypsometric curve of the natural vedited. The hypsometric curve
is an empirical cumulative distribution of the catchmemvations that can be expressed
as:

F(2) = P(x < 2) ~ %i (x<2) (5.1)

whereu is the number of cells of the digital elevation model (DEM)s an indicator
random variable which is set to 1 when the property z holds and O otherwise. The
empirical distribution functiory(z) is calculated from the DEM of the basin and gives
us the relative frequency of the elevations. The latter @aexpressed in terms of an area
a associated to an elevatignsince the resolution (cell size) of the DEM is known.

A rectangle with length and widthw, that has the same ardand perimetePeof the
geometrically realistic model, is then constructed pigkamy of the two valid solutions
of the system:
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wL=A

2(L+w) =Pe (5:2)

The latter is similar to the concept efjuivalent rectanglantroduced by Roche (1963)
to study the influence of the geometrical characteristic b&sin on its hydrological re-
sponse.

Using the percentage hypsometric curve each elevatimassociated to its corre-
spondent area

a = wi, with { W?:—llli_ iﬁ (5.3)
i=1'1—

Since the rectangle is uniform in thedirection,w is set to be uniform and a 2-D
hillslope equivalent is assumed. The subsurface domairbeaimcorporated into the
hillslope equivalent by reproducing the hypsometric repreation of the aquifer top and
bottom surface in the same way as for the digital elevatiodeho

An alternative path that incorporates the use of the hplslequivalent in the model
protocol discussed in the previous section is presentedjureib.l. The geometrical
simplification help us to guarantee that the design of théialon problem is based on a
comprehensive study that includes a global sensitivityyaand parameter correlation
evaluation with the benefit of reduced computational times.

To test the usability of the hillslope equivalent in the @xttof physics-based models,
it is used in the context of the well-known Borden experim@iidul, 1985).

5.2 Experiments with the Borden Site problem

The particular Borden experiment discussed here is a &kf8plot located within the
Canadian Forces Base Borden, 70 km away from Toronto (Catliaaiahas been inten-
sively studied in the literature, e.q. bv Abdul (1985). Abdnd Gillham (1989); Jones
et al. (2006). The plot is covered by grass and overlies anifeagmade primarily of
medium sand. A constructed drainage channel is about 0.6d® avid grass-free. Here,
we simulated one of the experiments. It involved applyingewanimicking a single rain-
fall event at a rate of 20 mm/hr for 50 min and monitoring theoasated discharge for 50
min more following the application of the rainfall. The it water table elevation was
set to 2.78 m. Boundary conditions were set to no-flow exceptHe outlet, which is
defined as critical depth. The subsurface was assumed hoaggand isotropic.

To test the usability of the hillslope equivalent during frerameterization and cal-
ibration of the Borden site, both the HE and the geometgiaaalistic model are used.



47 Experiments with the Borden Site problem

Define purpose

[ Field data j—» Conceptual model

Code selection

Model design

—»[ Hillslope Equivalent]

!

E

Parameterization

Sensitivity analysis}

!

[Parameter correlatioH Field data }

l

%

Design of the
calibration problem

Calibration

Adjust the Validation and
calibration Prediction
Postaudit

Figure 5.1: Alternative catchment model protocol - use of the hillsl@ggivalent

Figurel5.2 shows the hypsometric curve of the plot. From this hillslope equivalent is
constructed following the methodology explained above.

The geometrically realistic 3-D representation of the Bordite and its 2-D hillslope
equivalent are shown in Fig. 5.3. Climatological forcingubdary and initial conditions
from the original experiment were also imposed to the sifigalimodel.

To investigate the effect of soil hydraulic parameters anrttodel outputs, the com-

posite scaled sensitivitie€ 63 were calculated for the saturated hydraulic conductivity
(ks), the inverse air-entry pressura)(and the pore distribution facton) (number of

parametersipyr = 3). Additionally, to study the variability of the sensitilds as the pa-

rameter value changes, we calculated@&Sof each of these parameters at 10 different

values § = s = 53 = 10).

To study the effect of choosing nominal values of the renmgrparameters on the

sensitivity values, the experiment is repeated for 10 gifie nominal values of the 2
remaining parameters for each of tfhealues of the 3 parameters. Origirfdk,t,p) and

perturbed casé(x,t,p+ §Ap;) simulations for each point are required. The latter leads

to 4000 simulations.

The matrix of sensitivitied was used to calculate the correlation coefficient matrix at
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Figure 5.2: Percentage hypsometric curve of the Lerma Basitis the area associated to each
elevationz. Ais the total surface area (7kB7) andZ the maximum elevation of the basin (527.9
m)

(a) GRM (b) HE

Figure 5.3: Geometrically Realistic Model (GRM) and Hillslope Equieat (HE) for the Borden
site experiment

five randomly chosen locations within the parameter spaceretation values foor vs.
ks; a vs. n; andks vs. nare calculated. The measurement errors are assumed Uatare
ThenCyy simplifies to a diagonal matrix containing the variance efrtteasurement error
for each observation. The latter was assumed as 10% red¢aitimefor all of the measured
discharge values.

From the information provided by the 45 streamflow obseovesj values o€ SSwere
calculated. We also evaluated the choice of different naimmlues of the remaining
parameters with both the GRM and the HE.

In figures[5.4 td 5]6CSS for the saturated hydraulic conductivitys; and van-
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Genuchten parameters,andn using both the GRM and the HE are shown.
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Figure 5.4: GlobalCSScalculated for the geometrically realistic model (GRM) dodthe Hills-
lope Equivalent(HE) for van-Genuchten

A visual comparison betweddS$S calculated with the GRM and the HE far(Fig.
£.4) shows that they have a similar pattern. Both show a ste@pase of sensitivity
betweena = 0.01 anda = 0.7[m™ ] where a peak is reached, followed by a decrease of
CSSfor further increases . The choice oks-values appears to control the steepness
of the decreasing portion of the curve as for higher valudsg tiie decrease is steeper.
Higher values oh seems to attenuate the effect of the choicksof

For the van-Genuchtam the curves o€SS calculated for the GRM and HE show a
very similar pattern (Figl_5l5). Both present a steep irsedeomn = 1.1 ton = 1.24.
A peak is observed at = 1.24 followed by a slightly less steep decreas€C&S For
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Figure 5.5: GlobalCSScalculated for the geometrically realistic model (GRM) dodthe Hills-
lope Equivalent(HE) for van-Genuchten

n > 1.8, CSSvalues remain constant in both cases. The choiag séems to affect the
slope of the decreasing portion of the curve. Higher valdes appears also to reduce
the width of the peak. The choice of higher valuegghcreases the differences between
the curves generated for different valuesiof

In the case oks (Fig. [5.8), for small values aofr, CSStrends for both the HE and the
GRM are very similar. In general, CSSs remain constant fgrafue ofks. Besides,
the effect ofn appears to be negligible. Conversely, for larger values,dhe trends for
the HE and the GRM become different. For increasds,i€SS for the GRM shows a
mild decrease; for the HE, on the other haB&S remain almost constant for any value
of ks. For this case, the influence of the choicena$ minimum and appears to be further
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Figure 5.6: GlobalCSScalculated for the geometrically realistic model (GRM) dodthe Hills-
lope Equivalent(HE) for saturated hydraulic conductivigy

reduced by the increase af Differences in behavior betwe®@SS obtained using the
HE and the GRM foiks may be related to the fact that with considerable increases i
a, the air-entry pressure is reduced so that the water-inputssinfiltrating at smaller
soil saturation. It results in a higher interaction of urigeag layers. In this respect, the
applicability of the HE may be reduced by increasing effdateeper soil layers.

In the tablé 5.11, values ofobtained for both the HE and the GRM at five points of
the parameter space are presented. An inspectiarkgfcorrelations values obtained for
both cases reveals that they are very similar. In both casedues fora-ks are very high
(r > 0.95) at three of the points, while in the remaining two, theueal are smaller but
still very high.
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Table 5.1: Correlation coefficients evaluated at different startimgameter values with the geo-
metrically realistic model (GRM) and the hillslope equésat (HE) of the Borden siteks: sat-
urated hydraulic conductivitym/d]; a:inverse air-entry pressufen—1]; andn: pore-distribution
factor|[—]

GRM HE
ks=1.0,0=2.0,n=1.8 ks=1.0,0=2.0,n=1.8
Ks a n Ks a n
ks 1.000 ks 1.000
a -0.715 1.000 a -0.727 1.000
n -0.923 0.390 1.000 n -0.994 0.651 1.000
ks=1.0,0=3.0,n=1.3 ks=1.0,0=3.0,n=1.3
Ks a n Ks a n
ks 1.000 ks 1.000
a -0.994 1.000 a -0.997 1.000
n -0.963 0.905 1.000 n -0.996 0.967 1.000
ks=2.0,0=2.0,n=1.8 ks=2.0,0=2.0,n=1.8
Ks a n Ks a n
ks 1.000 ks 1.000
a -0.887 1.000 a -0.928 1.000
n -0.956 0.673 1.000 n -0.998 0.806 1.000
ks=3.0,0=2.0,n=1.8 ks=3.0,0=2.0,n=1.8
Ks a n Ks a n
ks 1.000 ks 1.000
a -0.957 1.000 a -0.961 1.000
n -0.960 0.876 1.000 n -0.999 0.953 1.000
ks=3.0,0=2.0,n=1.3 ks=3.0,0=2.0,n=1.3
Ks a n Ks a n
ks 1.000 ks 1.000
a -0.995 1.000 a -0.997 1.000
n -0.998 0.966 1.000 n -1.000 -0.997 1.000

For the case ofr —n, r is very high ¢ > 0.90) for all points. Despite thatvalues
obtained with the HE and the GRM are similar, they are coestit higher in the former
than in the lattera — Kg correlation values are in general lower than in the formeesa
for both the HE and the GRM. However, they are still high>(0.75) in four of the five
points.

The correlation values obtained from this analysis in@i¢hat attempts to estimate
all parameters may produce poor results as the uniquendhbg @stimation would be
guestionable. A common way to deal with this problem woulddBx two parameters
and calibrate the other one. Nevertheless, the analysiS&presented above indicated
that all parameters have a considerable effect on the moti@lts. Previous studies (e.g.
Poeter and Hill, 1997) have indicated that measured valu@sdependently obtained
estimates of the parameters (i.e. prior information) cawdng useful in order to attenuate
parameter correlation effect.
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Prior knowledge can be obtained either from independensuoreanents or from lit-
erature values. In order to use this additional informatiayes theorem is applied. In
this case, the conditional probabilipfp|y) of the parameters given the measurements is:

P(y[p)P(P) (5.4)
P(Yy)
where the conditional probabilitp(y|p) reflects the variability of the measuremegts
for a certain parameter spt The termp(p) describes the distribution of the parameter
vector without any information on the measurementslenoting the prior probability
distribution function of the parameter vector. The margprabability p(y) is a scaling
factor that does not depend on the parameters (Cirpka, 2010)
If we assumep(y|p) and p(p) multi-Gaussians and neglect the marginal probability
p(y), we can express the posterior distributiorpafonsidering the measurememtafter
Kitanidis (1997) as:

p(ply) =

p(v1p) D exp{ ~ 510~ CHy ~ 1))+ (b~ 5)" (C) M- 1)) (55)

wherep is the prior mean an@, the prior covariance matrix defined from the prior
knowledge.

In order to find the best fit of the parameter gdtoth meeting the observatiopsand
the prior information, we have to minimize the negative lipan of p(y|p) (Kitanidis,
1997). The latter gives us a modifigd criterion:

X2(p) =y —1(p)) T CH(y — () + (P— 15) T (Chp) (P — 143) (5.6)

As shown in Eq[5J6, the prior information is included as aghgrterm. The vector
U, of prior mean acts like a measurementpofvith a related uncertainty expressed by
Cpp- A deviation ofp from its prior mearyy is punished by an increase in the objective
function x? (Cirpka, 201D0).

Prior values of saturated hydraulic conductiviyand van-Genuchten parameters
andn for the Borden-site experiment are available from Jones$. €2@06), i.e. ux=0.9
[m/d], ua=1.9[m"1] andp,=6.0[—]. To define the covariance mati®,, expressing the
uncertainty related to the prior parameter values, we usedtandard deviation values
estimated by Carsel and Parrish (1988) for a sandy loam. &ttexr keems to be justified
for the cases oks anda as the values are very similar. However, for the case of van-
Genuchtem the value assumed in Jones et al. (2006) falls far from anhefvalues
reported in_Carsel and Parrish (1988). Hence, a higher @@ ofn was assumed.
Values used to account for prior information are preseniadhle 5.2.

The objective function is evaluated using Eq.] 5.6 throughlweiparameter space. For
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Table 5.2: Information used to evaluate the objective function usimigrpknowledge for the
Borden site test caseks: saturated hydraulic conductivityg:inverse air-entry pressure; and
pore-distribution factor

Parameter u o
Ksim/d] 0.9 1.35
am?i 1.9 37

n[—] 2.0 40

comparison, the evaluation is done for both the hillslopg\edent and the geometrically
realistic model. Scalegr®-values for the GRM and the HE are shown in Figuréd 5.7.
Results obtained for different third parameter values vagesraged.

o [m’l] a [m’l]

(@ GRMa —n () HEa —n
1 | 1
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1 6 1
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' 04 ' 0.4
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2 Kss e 5 6 ° 1 2 K3s e 5 6
(e)GRMKg—n () HEKs—n

Figure 5.7: Objective functiony? using prior information for the geometrically realistic de
(GRM) and the hillslope equivalent (HE) of the Borden-sitperiment
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As it can be observed, the results for all cases are veryaimiih figured 5.7a and
values ofy? for a andn are presented. Minimum values of the error are observed
for x2 € (1.2<n< 2.0A1.0< a < 4.0). There appears to be slight differences between
the results obtained with the HE and the GRM as for the formedler values of(? are
observed within a smaller region, i.g? € (1.2<n< 2.0A2.0< a < 4.0). Increases in
n(i.e. n> 2.5) lead to increases ig? for both the GRM and HE, however, the increase
seems to be steeper in the latter compared to the formerd@&edihe HE is unable to
represent the anomaly observed when using the GRM at(4.5<n<6.0A0.5< a <
15).

In figured5.7c and 5.7d values pf for ks anda are presented. There are 8 peaks of
x? located aKs = 1.3 andKs = 2.3 for a = [1.5,2.5,3.5,4.5] for both cases. Despite the
similar pattern, differences appear to be highlightedlierdase of the HE.

In figured 5.7k and 5.J7f values gf for ks andn are shown. The general pattern for
both the GRM and the HE are almost identical. Smayéwvalues are observed in the
regionx? € (45<n<6.0A05<Ks< 2.2).

The set of optimal parameters obtained from the objectimetfan evaluation i&s =
0.9[m/d], a = 1.3[m 1] andn = 1.9. In Figurd 5.8 measured and simulated hydrographs
are presented. The root mean squared error (RMSE) and the Stasliffe coefficient
(Nr) calculated for the calibrated model are 0[3nin] and 0.6§—|, respectively. These
results indicates a relatively good performance of the rhode

1.5¢

Q [L/min]

0.57

100

T [min]

Figure 5.8: Simulated and Measured hydrograph at the Borden site emnpati

In summary, results obtained at the Borden site show thyabilthe hillslope equiv-
alent to quantify the influence of the soil hydraulic paraengbn the near-surface hydro-
logical response, providing the modeler with enough infation to design an adequate
calibration problem.
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The comparison with the realistic model indicates that figdiobtained with the hill-
slope equivalent may be used directly in the parameteoizati a model with the benefit
of reducing computational times. The reduction in runniinges achieved by studying
the parameter sensitivities with the hillslope equivatatitier than with the geometrically
realistic model at the Borden site experiment is quite laMile a single run using a
single PC with an Intel Core 2 Duo E6600 2.4 GHz with the GRMktbetween 15 to
30 minutes depending on the choice of the soil parametdmkt2 - 3 min with the HE
using the same PC.

From this perspective, the alternative modeling protochiclv includes the use of
the hillslope equivalent presented in Figlre] 5.1 represantiseful tool in the context
of physics-based models. In the following, this protocalised to develop the surface-
subsurface physics-based flow model of the Lerma basin.



Chapter 6

Lerma Basin

6.1 Data Inventory

The Lerma basin+ 7.5kn?) is located at the south-eastern part of the Arba catchment,
see Fig.[6.1). It represents a semi-arid area, geologichllyacterized by quaternary
deposits on the lower part of a pediment. In the following,ill vefer to these deposits
as "glacis” in slight abuse of the geomorphologic term néxfgyrto the sediment covered
part of a pediment.

The glacis consists of permeable, unconsolidated, cldsposits that typically occur
on pediments in arid or semi-arid climates and result frof@rise weathering and surface
transport via episodic flow events. This glacis layer repmésa shallow, phreatic aquifer
that is seasonally fed by precipitation and irrigation retflows and discharges into the
Lerma basin creeks. The glacis is overlying tertiary beklraede up of lutites and marl-
stones. Locally this formation is called "buro”, and | willllaere to this term hereatfter.
Causape (2002) indicated that the buro is relatively seasi weathering and fracturing
processes and for this reason water seepage through thelwppdayers is likely to oc-
cur. Hence, it is assumed that water circulation throughdpepart of the buro does play
a role for the subsurface part of the Lerma hydrosystem. Klestess, the buro unit as a
whole represents an aquitard, so that we included only fheaot of the buro unit into
the model domain. The very thin soil cover at Lerma basin ist&isf inceptisols, which
only exhibit moderate degrees of soil weathering and deveént. For this reason, the
glacis sediments and the soil cover are considered as simglel unit.

The climate of Lerma basin is classified by the Spanish utstiof Geomining Tech-
nology (SIGT) as Mediterranean warm climate (Garcia-Gdoat et al.| 2009) charac-
terized by moderate to low rainfalP€450 mm) and high potential evapotranspiration
(ETI'p:1000mm). The driest months correspond to Winter (Decerdéeuary) and Sum-
mer (July-September) seasons and the rainiest to Spring-(4py).

Beginning in October 2005, pre-defined plots (total areadkB7) were year by year
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(a) Ebro basin within Iberian Peninsula (b) Arba catchment within Ebro basin

654000 655000 656000 657000 658000 659000

4659200

4656000 4656800 4657600 4658400

(c) Lerma basin within Arba catchment (d) Lerma Basin

Figure 6.1: Location of study area in the Arba basin: (a) the Ebro basthiwihe Iberian penin-
sula; (b) the Arba catchment within the Ebro basin; (c) themae basin within the the Arba
catchment and (d) the Lerma basin(the green areas repiiesgatied plots for the hydrological
year 2007)

transformed into irrigated crop land. In the hydrologioa&y 2006 (ranging from October
2005 to September 2006), 32% of these pre-defined plots leesalpject to irrigation (i.e.
an area of 1.2%n7¥). In the hydrological years 2007, 2008 and 2009 the proporoif
the irrigated plots increased up to 68% (26%), 80% (3.12kn?) and 90% (3.5n?),
respectively. The amount of irrigated water is gauged &dtion hydrants located at
each plot and the logged data regularly checked for pldigibihe spatial pattern of this
transition over time is depicted in Fig. 6.2.

Topographic information of the Lerma basin is given by a tdigelevation model
(DEM) with a horizontal resolution of 25 m. The land-use pats are defined by 60 sur-
face units outlining the pre-defined plots (55 units), theeks (1 unit), the non-irrigated
areas (3 units), and irrigation water reservoirs (1 unit)Figure[6.8, the DEM is shown
together with the surface unit polygons.



(c) Irrigated plots 2007

(d) Daily Irrigation 2007 for the whole
basin

(g) Irrigated plots 2009
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Figure 6.2: Irrigated plots for the simulated years 2006 - 2009 and thieesponding daily amounts of irrigation for the whole Lerbssin. The coloring
scheme represents the land-used for each year which irschatesoil, tomatoes, corn, cereal, and a label for a losalveir lake
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Figure 6.3: Digital elevation model with the established surface unff®loring scheme shows
the distribution of the terrain elevation. Plots with zemodicate the non-irrigable areas; plots
with numbers between 1 and 55 show the pre-defined irrigdbts;@nd areas with no numbers
represent the known creeks
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Daily rainfall, air temperaturd@,, wind velocity at two meters heighb, relative hu-
midity W; and radiatiorR,, are obtained from the climatological stati&fea de los Ca-
balleros(operated by the Government of Aragon (Gobierno de Aragimcated within
5 km from the Lerma basin. In order to generate a reasonahldyh@infall distribution
(which is important for peak discharge simulation) for thexna basin for hydrological
years 2006-2008 for which only daily rainfall is availakiee hourly rainfall distribution
from the roughly 22 km distant climatological stati@Qola del Sasqoperated by Con-
federacion Hidrografica del Ebro (CHE)) was used to diste the daily totals measured
atEjea de los Caballerosver each 24-hour period. As the 24-hour sums of both sttion
correlate very well this approach seemed to be justified.tif@hydrological year 2009,
hourly rainfall is available directly from the climatolamil statiorEjea de los Caballeras

Stream discharg® is measured at the basin outlet in 15 minute intervals. Eigur
shows daily precipitatioR and daily discharg® series for the simulated period, i.e.
the hydrological years 2006-2009. Based on hydroclimgiold data, potential evapo-
transpiration is calculated with the well-known Penmanrtéith method.(Beven, 1979;
Penman, 1948) using the FAO-Penman-Montieth approaclerfAdt al.; 1998). As dis-
cussed in sectidn 2.1.2, the reference evapotranspir&fipis calculated using grass as
the crop reference (Allen, 2005; Allen et al., 1998). By tberection crop factokg, the
actual evapotranspiratidfTy is obtained. Luckily, for this particular catchmdgtvalues
for each crop and each vegetative period are available franci&\Vera and Martinez-
Cob (2004) who studied actual evapotranspiration througtiee cultivated areas of the
region.k; values for baresoil were taken from Allen et al. (1998). #slofk. for typical
land-use within the Lerma basin are presented in Table 6.1.

Considering the meteorological and agricultural pattetimee different seasons for
the hydrological year (October to September) at Lerma beambe defined: (ihon-
irrigated season the first 150 days -October to February- when comparatisetyll
values of irrigation and precipitation are measuredyéi)y seasonbetween March and
mid-June when a high contribution of precipitation consake much lower irrigation;
(iif) irrigation season mid-June to September, when predominantly irrigatioesgiace
with scarce precipitation.

In terms of subsurface observation data, hydraulic heagaailable for eight wells
located within the basin for the hydrological years 2008 20@9. (see Fig. 615). How-
ever, due to technical problems piezometers 2 and 6 locatgdiose to the northwestern
and southern boundaries, respectively, were disregaateld calibration and the subse-
guent validation processes.

Porous media properties were obtained from a soil charaatem campaign in the
Bardenas district, which encompassed also 10 points (w&&napling depth of 1.0 m)
within the Lerma Basin (see Fig._6.5). The information cetssbf textures and bulk
densities for the glacis unit. Porositigg) were indirectly calculated from bulk densities
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Table 6.1: Monthly crop factorg{;) for different common land-uses within the Lerma Basin

Monthly variation of the crop factoikg)

Crop 1 2 3 4 5 6 7 8 9 10 11 12
Baresoil 1.010 0.710 0.390 0.360 0.300 0.180 0.110 0.130200.D2.470 0.850 1.110
Alfalfa 1.010 0.710 0.370 0.920 1.010 0.950 0.920 0.920 @.16.470 0.850 1.110

Corn 1.011 0.707 0.392 0.308 0.309 0.647 1.173 1.222 0.783940.0.849 1.110

WinterCereal 1.052 1.151 1.163 1.158 0.859 0.433 0.107 40.1B222 0.474 0.934 0.949
Rice 1.011 0.707 0.392 1.100 1.102 1.169 1.228 1.213 1.018740.0.849 1.110
Grass 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.0M®O11.000 1.000

Sunflower 1.011 0.707 0.392 0.310 0.323 0.729 1.163 1.094770.®.474 0.849 1.110

Pepper 1.011 0.707 0.392 0.306 0.336 0.676 1.033 1.071 0.98F4 0.849 1.110
Tomato 1.011 0.707 0.392 0.357 0.307 0.656 1.111 1.170 1.05474 0.849 1.110

Onion 1.011 0.707 0.376 0.699 1.069 1.069 1.019 0.842 0.222740 0.849 1.110
Broccoli 1.011 0.707 0.392 0.357 0.298 0.185 0.107 0.16554€.30.954 1.007 1.110

Peas 0.954 0.994 1.134 1.166 1.156 0.185 0.107 0.134 0.2274 00.849 0.954

Trees 1.011 0.707 0.364 0.408 0.671 0.938 0.987 0.987 0.8237800.849 1.110

Barley 1.031 1.155 1.159 1.106 0.705 0.356 0.107 0.134 0.Ze210 0.810 0.858

Oats 1.052 1.151 1.163 1.158 0.859 0.433 0.107 0.134 0.22740.0.934 0.949

Cereal-Broccoli 1.052 1.151 1.163 1.158 0.859 0.433 0.1026% 0.354 0.954 1.007 1.110
Cereal-Sorghum 1.052 1.151 1.163 1.158 0.859 0.433 1.17321.0.781 0.394 0.934 0.949
Cereal-Sunflower 1.052 1.151 1.163 1.158 0.859 0.433 1.163941 0.577 0.474 0.934 0.949
Cereal-Corn 1.052 1.151 1.163 1.158 0.859 0.433 1.173 1.22281 0.394 0.934 0.949
Broccoli-Corn  1.011 0.707 0.392 0.308 0.309 0.647 1.17322.20.781 0.394 0.849 1.110
Peas-Sunflower 0.954 0.994 1.134 0.310 0.323 0.729 1.16341.0.577 0.474 0.849 0.954
Peas-Corn 1.011 0.707 0.392 0.308 0.309 0.647 1.173 1.2Z810.0.394 0.849 1.110
Pinetree 1.010 0.710 0.360 0.410 0.670 0.940 0.990 0.990/00.8.380 0.850 1.110

Chapter 6. Lerma Basin
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Figure 6.4: Daily precipitation(top) and daily discharges Q (bottorh}te basin outlet for the
simulated years 2006-2009
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Figure 6.5: Location of piezometers and soil samples. Triangles repitebe available piezome-
ters. Circles represents the soil samples: samples 4, 7reQagsociated during the soil campaign
to clay texture. Samples 1, 2, 5, 10 were classifiec¢tlag-loam Finally, samples 3, 6, 8 were
labeled asandy-clay-loam
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at saturated and dry conditions. Specific storge and residual saturatiof®,, ) were
defined from literature values (Freeze and Cherry, 1979).tl@observed soil textures
typical values of saturated hydraulic conductiviky)(found in the literature (Carsel and
Parrish, 1988) range between 0.005 and 1.0 m/d. Howevareyalfks measured in
pumping tests in the north of the Arba basin within the sarti®logic unit (i.e. the
glacis) are larger (between 1 and 7.7 m/d).

Texture information and the corresponding ranges giverairs€ and Parrish (1988)
are used to constrain the van-Genuchten parametensd n for the glacis unit. Mean
values K) and standard deviations) from|Carsel and Parrish (1988) for these textures
are presented in Takle 6.2.

Table 6.2: Soil hydraulic properties given In_ Carsel and Parrish (3988&turated hydraulic con-
ductivity (ks), inverse air-entry pressure and pore-size faatpr (

Soil Texture ks(m/d]  a[m 1] n(—) Samples No.
X o0 X 0O X O
Clayey 0.05 0.10 0.8 1.2 1.09 0.09 4,7,9

Clayey-loam 0.06 0.17 19 15 131 0.09 1,2,510
Sandy-Clayey-Loam 0.31 0.66 59 3.8 1.48 0.13 3,6,8

6.2 Purpose of the Model

One of the main purposes of the model is to study the impadtetriansformation of
the semi-arid rainfed Lerma basin towards irrigation agtize on the hydrological func-
tioning of the basin. The ongoing land-use transformationngd) the simulated period
and the strong influence of irrigation on the whole hydrosystndicates that it is ab-
solutely necessary to account for temporal changes of tdirftacing and irrigation in
order to reproduce the transient surface-subsurface laterdynamics. In particular,
field observations comparing the hydrological year 2006 witbsequent years show that
the intermittent main creek in Lerma basin has become a petestream due to irriga-
tion. Considerable groundwater exfiltration is thereforelent. This indicates a shift
in runoff generation processes during the monitoring gedae to the land-use evolu-
tion. | strongly believe that this situation can be best niedliby a coupled physics-based
approach.

The ultimate goal of the study at the Lerma basin is to endwestistainability of
current agricultural practices. In this context, the fatel &ransport of nitrate is of pri-
mary importance. The determination of surface-subsusfalzeity fields and/or transient
travel-time distributions are a prerequisite for tranggonulations. Also the explicit con-
sideration of the spatial distribution of transport pargarealong different transport paths
becomes important. In this respect, a fully-integratedsptstbased model represents the
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best choice.

In order to evaluate the degree of confidence and the preelatility of the model of
the Lerma basin. The validation protocol presented in FEigul is completed. It includes
construction of the conceptual model, selection of the cpdeameterization (using the
hillslope equivalent), calibration and validation.

Following, the validated model is used to study spatially smporally resolved flow
variables as well as to investigate the impact of the transftion on the hydrological
variables and on the surface-subsurface interaction ll¥itize flow model is integrated
to a conservative physics-based nitrate transport modtdeot.erma basin. The main
purpose of the nitrate study is to show the huge potentiahisftype of models on the
definition of water management strategies intended to gteeahe sustainability of the
agriculture practices.

6.3 Conceptual Model and Model Design

6.3.1 Discretization

The 3-D flow model of the Lerma basin is given by a finite elenmeesh of 141,943 nodes
and uses a triangulation of the DEM as its top boundary, @ommesh refinements along
the known creeks. For the surface domain, 15,718 elementsagsigned to 60 surface
units representing the pre-defined plots. The maximum piew-length scale of the
elements is 40 m and the smallest elements located at thenker@gks extend over 2 m.

For the subsurface, a two-layered geometry consisting 6{72® prism elements
is defined. The top layer represents the glacis whose theskaaries in the irrigated
area between 1.0 and 10.0 m; the bottom one represents thhehose thickness varies
between 1.0 and 4.0 m. Both layers are further divided intelayers. The uppermost
layer was subdivided into 0.1 m thick sub-layers in the tol &ad 2.0 m thick ones in
the second half. The lower layer was subdivided into 5 sybrkaof varying thickness
from 2.0 m to 10.0m. Spatial variability of soil parameterghm the glacis layer based
on soil textures is introduced. To account for the spatialaglity a further zonation
is considereda) Zone 1: the western region of the basin characterized hytebdure;
b) Zone 2: eastern portion characterized by clay-loam textandc) Zone 3: the middle
of the basin characterized by sand-clay-loam texture . Tine layer was assumed to be
uniform and labeled as Zone 4. Within each element hydraoinciuctivity was assumed
to be uniform and isotropic. The catchment model domain ana@tzon are shown in Fig.
6.6.

In the surface domain, 60 different sub-domains corresignid the land-use units
were defined. Actual evapotranspiration and irrigation am® are set for each of these
sub-domains separately. Manning’s coefficientg) @re defined for each element accord-
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Figure 6.6: Three dimensional representation of the hydro-stratigjcapnits defined in Lerma
basin. Zone 1: Clay texture; Zone 2: clay-loam texture; Z8neandy-clay-loam texture and
Zone 4: buro

ing to the predominant land-use (see Tdble 6.3). Obstmudtig) and rill (hsg) heights
are both set to 0.002 m for the cultivated areas and to 0.00f@6 the non-cultivated ar-
eas. The coupling length required for the surface-subseigachange flow was assumed
to be uniform for the whole domain and setlto= 102 m based on the work of Ebel

et al. (2009).

6.3.2 Boundary Conditions

For the surface domain, the following boundary conditioeserdefineda) time-varying
boundary condition of the second-kind (Neumann) for theifay fluxes (i.e. rainfall,
evapotranspiration, irrigationls) boundary condition of the third kind (critical depth) at
the lateral domain boundaries . The latter enforces a urdtpebarge flow-depth relation-
ship, where the flow depth H is equal to the critical depih=f H¢) and the relationship
to the discharge per unit width at the bound®y,, can be expressed as:

Qeb= 1/ 9HZ (6.1)

The choice of the critical flow depth is supported by the faet the gauging station
at the basin outlet represents a weir, where critical flonnsueed. The upper boundary
condition for the subsurface flow is given by the exchangeeuthrough the interface
layer to the surface as expressed in Eql 3.8. We assume ndefje@) for the bottom
and lateral subsurface domain boundaries due to the headelatracteristics of Lerma
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Table 6.3: Parameters for the predominant land-use within the LernsnBa,,: Manning coeffi-
cient; hys: the height of depression storadgs: the height of storage within the obstructions and
le: coupling length

Land-Use Nm[s/MY3]  hog[m  hsg[m]  le[m]
Baresoil 0.03 2.0e-03 2.0e-03 0.01
Alfalfa 0.04 2.0e-03 2.0e-03 0.01
Corn 0.04 2.0e-03 2.0e-03 0.01
WinterCereal 0.04 2.0e-03 2.0e-03 0.01
Grass 0.04 2.0e-03 2.0e-03 0.01
Sunflower 0.04 2.0e-03 2.0e-03 0.01
Tomato 0.05 2.0e-03 2.0e-03 0.01
Onion 0.035 2.0e-03 2.0e-03 0.01
Broccoli 0.035 2.0e-03 2.0e-03 0.01
Peas 0.04 2.0e-03 2.0e-03 0.01
Trees 0.04 2.0e-03 2.0e-03 0.01
Barley 0.04 2.0e-03 2.0e-03 0.01
Oats 0.04 2.0e-03 2.0e-03 0.01
Roads 0.03 2.0e-03 2.0e-03 0.01
Major creeks 0.025 5.0e-04 5.0e-04 0.01
Secondary Creeks 0.03 5.0e-04 5.0e-04 0.01
Pinetree 0.04 2.0e-03 2.0e-03 0.01

basin.

6.3.3 Initial Condition

For the Lerma basin a distributed initial condition is ndd#y available, hence to gen-
erate a suitable initial condition, the dynamic water bedéaapproach was used. The sys-
tem is repeatedly forced using meteorologic input data-{eree time-series of rainfall
and evapotranspiration) measured for the hydrological geavious to the hydrological
year 2006, until the head distribution in the entire catchitwes not change anymore
when comparing a certain day of the current year with the stayef the previous year.
The initial water table for this procedure was set coincideith the ground surface. For
the hydraulic properties of surface and subsurface domauiisrm parameter values for
hydraulic conductivity and van-Genuchten parameters see.UA dynamic-steady state
was reached after 20 years of forcing with the same one-gess The discharge (0.030
m?/s) for the 30th of September 2005 resulting from this procedmas comparatively
close to the average stream flow measured at the outlet ofttmed_basin over the first 40
days of the hydrologic year 2006 (0.088/s). Figure6.7 depicts the total 3-D hydraulic
head field for the initial condition.
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Figure 6.7: Initial condition used for the model simulations (at the ibegng of the hydrological
year 2006: October 1, 2005). Coloring scheme representstidlehydraulic heads obtained with
the spin-up process

6.4 Parameterization

Due to the satisfactory results obtained with the Bordea siperiment, the hillslope
equivalent was used to design the calibration problem ot #rena basin fully-coupled
physics-based model which is deemed to be very complex dine significant influence
of the unsaturated zone on the aggregated hydrologicabmegp

To evaluate the influence of catchment controlling parareet@ the hydrological
response of the Lerma basin, a parameter sensitivity deat/performed. Instead of
using the realistic model of the basin, the hillslope edentwas used. The hypsometric
curve calculated for the Lerma basin is shown in Eigl 6.8.

Unfortunately, the hillslope equivalent is unable to refrce the spatial variability
of soil parameters within the glacis. Therefore, a weigfaeerage uniform glacis is as-
sumed as the aquifer unit. Thus, the hypsometric represamiaf this uniform aquifer
(top and bottom surface) is reproduced. This results in pldied two-layered subsur-
face structure with a shallow aquifer overlying an aquitarde simplified geometrically
realistic 3-D model of the Lerma basin used for the paraneton together with its 2-D
hillslope equivalent are shown in Fig. 6.9.

The available climatological data (e.g. rainfall and eveguspiration) and irrigation
for hydrological year 2006 were applied to the hillslope iegient. Considerations of
the realistic model were transfered to the hillslope edeiva boundary conditions were
set to no-flow except for the outlet, which is defined as aitdepth; the subsurface
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Figure 6.8: Percentage hypsometric curve of the Lerma Basitis the area associated to each
elevationz. A is the total surface area (7k&7) andZ the maximum elevation of the basin (527.9
m)
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Figure 6.9: Geometrically Realistic Model (GRM) and Hillslope Equieat (HE) for the Lerma
basin (green: glacis(aquifer) and blue: tertiary materfaguitard))
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was assumed isotropic; and the initial condition was geadrhay forcing repeatedly the
system with one year transient climatological data (rdlimiad evapotranspiration) until
a dynamic steady state was reached.

The saturated hydraulic conductiviky, the van-Genuchten parameters inverse air-
entry pressurer and pore distribution factar, and the Manning’s roughness coefficient
Nm are subject to investigation. Takle 6.4 presents the rahgeodel parameter values
and the perturbatioAp used for each parametpr

Table 6.4: Information used to calculate sensitivities for saturatgdraulic conductivity,ks;
inverse air-entry pressurey; pore-distribution factorn; and Manning’s roughness coefficient
n— manningfor the Lerma basin test case

Parameter Min. Value Max. Value dp
Ks[m/d] 0.04 8.64 0.01 [m/d]
a[m1] 0.01 6.0 0.005m™Y]

n[—] 1.0 3.0 0.05 [-]
n— mannings/m?/3] 0.03 0.05 0.001g/m?/3]

From the sensitivity study a parameter ranking was perfdrriibe parameter averaged-
CSSvalues were used, the average is computed with the set dfigities calculated at
thes values for each parametpr LargerCSSvalues indicate more meaningful parame-
ters or parameters for which the available observationgigeeanore information.

To define the parameters which have a relevant effect on tteological response
of the Lerma basin, a parameter ranking of catchment cdimggbarameters (i.eks, a,

n andny) was calculated using the HE. The ranking is presented indi@ul0. From
this figure, one may say that the Manning’s roughness co&ffidn,,) has a negligible
sensitivity compared t&, o andn. Hence, in the following our investigation is focused
onks and the van-Genuchten parameterandn.

In order to narrow down the dimensions of the parameter spaddy this reduce the
computation time during the calibration, ranges in whidavant parameters are sensitive
are defined. Multiple simulations at different parametén@@ombinations are performed
for ke, a, andn. Figurd 6.11 shows different one-year model transientutstpbtained by
changing soil hydraulic properties. It can be observedttiee is a significant variation
on the stream discharges generated using different paganaties oks, a andn.

The guantitative evaluation of the sensitivities was panied using composite scaled
sensitivities CSS. The weighting factorw is assumed as the inverse of the measure-
ment errors matriﬁ;yl. The measurement errors are assumed uncorrelated, <0yhat
simplifies to a diagonal matrix containing the variance eftfeasurement error for each
observation on the diagonal. The latter is set to 12% redadivor.

From theCSS, a curve for each single parameter is built, that represhetvariation
of the sensitivity throughout the parameter space (se€lg). Calculate€SScurves
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Figure 6.10: Composite scaled sensitivitie€$3 calculated from the hillslope equivalent sim-
ulations. a andn are the van-Genuchten inverse of the air-entry and potdhdison factor re-

spectivelyks is the saturated hydraulic conductivity; ame manningis the Manning’s roughness
coefficient
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Figure 6.11: Stream discharges simulated using the hillslope equivakthe Lerma basin for

different values of saturated hydraulic conductivity, inverse air-entry pressuret; and pore-
distribution factorn.
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for each parameter show areas where the parameter valuaorahave a much higher
sensitivity on the model outputs and others where this segis negligible.

CSS obtained from the information provided by the 8760 measergs (hourly data
for 1 year) were classified into three categories: I@@85> 10; moderate kX CSS< 10;
and smallCSS<= 1. This classification was used to define at which values (ogesa
of values) the parameters ameportantor inconsequentigFoglia et al., 2009). High and
moderateCSSwere assumed important while small was assumed inconsgagjuerhis
process allows narrowing the calibration ranges for eachrpater. In the figure 6.12,
the original parameter space obtained from the textursetasbserved within the Lerma
basin (hollow boxes) and the narrowed parameters spaed(bibxes) defined from the
CSSanalysis are shown. As it can be observed in this graph aihsitsvity analysis helps
reducing the parameter range to be explored during theratibn process, and in this
way also saving valuable computation time.
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Figure 6.12: Sensitivity Analysis using the Hillslope Equivalent. Skddareas correspond to the
narrowed parameter ranges

In the following, the hillslope equivalent was used to eatduparameter correlations
by exploring a random set of points within the parameter spaied to generate an appro-
priate set of parameter values to be used as initial gue$®iodlibration process of the
Lerma basin model.
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The matrix of sensitivitied obtained previously with the hillslope equivalent are used
to compute correlation coefficients relative standard deviations of estimation and
composite scale sensitivitie€$J at a random set of points (vector of parameter val-
ues) within the narrowed parameter space. The differerdfggrameters together with
the correspondent values pfandCS$S are shown in the table 6.53;-values for each
parameter are shown on the main diagonal of this table.

Table 6.5: Initial saturated hydraulic conductivitykd), inverse air-entry pressurer) and pore-
size factor () values for the Lerma basirCpp using the GRM and the hillslope equivalent HE.
o:[—] is presented on the main diagonal of the matrix

Ks(m/d) a(m ) n(-)
Estimated value 4.0 0.72 1.56
CSSand correlation coefficientsobtained using the HE
CSS 315 8.0 34.7
Ks 1.7e-5
a -0.4569  0.375
n -0.5194 -0.9347 0.147
CSSand correlation coefficientsobtained using the GRM
CSS 27.0 5.8 31.2
Ks 1.696e-5

a -0.4569  0.363
n -0.5194 -0.9019 0.142

Calculated values af; are very high foir andn indicating a very high uncertainty as-
sociated to the determination of the parameters. Furthermealue calculated between
a andnis very high ¢~ 0.90) indicating a high correlation of these parameters.

To find an appropriate initial set of values (initial guess) the calibration of the
Lerma basin model, the objective function was evaluateédoh of the simulations used
in the sensitivity study with the hillslope equivalent, tfell within the narrowed calibra-
tion space. The minimum value within this set of objectivediion values was defined
as the initial guess. The set of initial values obtained ffier glacis waks = 0.9 [m/d];

a = 0.7 [m1]; andn = 1.56 [—]; and for the burds = 0.01 [m/d]; a = 1.0 [m™1]; and
n=139[-].

Comparison with the Geometrically Realistic Model

To show the applicability of the hillslope equivalent to ammcomplex geometn(;SS$
are also calculated using the geometrically realistic rhotlehe Lerma basin. In order
to make the results comparable a weighted-averaged unigdaois is again assumed.
TheCSS are calculated at the same combination of parameter vaheespplying the
same conditions in terms of precipitation, evapotranspinaand irrigation used with the
hillslope equivalent.
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CalculatedCSSvalues for the HE and the GRM are very similar (see Figur&).1
Both show a lower sensitivity for compared ta andks. CSS for n show a pronounced
peak arounah = 1.28—|. The peak-width (measured at the height of 60% of the peak) is
0.25. Around the peak, i.en € [1.1—1.35[—], CSSchange drastically. Far > 2.1[—],
CSS become much smaller and for further increase its CSSremains constant.
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Figure 6.13: Composite scaled sensitivities for the geometricallyisialmodel (GRM) and for
the Hillslope Equivalent(HE) of the Lerma basin

CSS of ks are higher than those calculated tofor the whole simulated range. The
trend forCSSof ks is a slight decrease with increasing valuekgfOverall the HE and
GRM show a very similar behavior in terms of thEiES.

The change IS Sobserved at different values affollows the same pattern for the
GRM and HE. Clayey and sandy textures associated to veryl amdilvery high values,
respectively, have in general a higher sensitivity thas¢hmalculated for sandy-clay and
sandy-clay-loam, i.eaq = 2.0—5.0[m™ Y.

The parameter sensitivities and correlations are alsaated at the same initial set of
parameters used with the hillslope equivalent but with thengetrically realistic model.
The parameter sensitivities and the correlation matrixioled using the GRM at the
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optimal values are also shown in the tablg 82853 ando; values obtained at optimal
values for the GRM correlate very well with those obtainethwhe HE.

The reduction in running times achieved by studying paramsnsitivities with the
hillslope equivalent rather than with the geometricallgiigtic model is quite large. While
a single run with the geometrically realistic model tookvibetn 9 to 12 hours depending
on the choice of the soil parameters, it took 5 - 15 min withtitislope equivalent. The
latter means that a sensitivity study for our fully-coupteddel for a one-year transient
simulation (which implies at least 500 runnings) using a&rPC with an Intel Core 2
Duo E6600 2.4 GHz would take 200 days with the GRM. In contnagh the hillslope
equivalent it only took around 3.5 days using the same PC.

In summary, all the soil hydraulic parameters evaluateaapo be sensitive which
may indicate that they are identifiable. However, there igga bincertainty associated to
the determination of the parameterandn, aso;-values calculated for these parameters
are higher than 10%. This suggests that there may be prolieestimate those param-
eters given only stream discharge for the hydrological y&f16. Therefore, measured
discharge for the hydrological year 2007; and measurechdige and hydraulic heads
for the hydrological year 2008 were included in the caliioradataset. Additionally, the
parameter space is narrowed down to physical and senstigges for all calibration pa-
rameters according to the results obtained for the seitgiimalysis with the hillslope
equivalent.

An uniform glacis, and the set of values obtained with the H& (glacis:ks = 0.9
[m/d]; a =0.7 [m™1]; andn= 1.5 [—]; duroks = 0.01[m/d]; a = 1.0 [m~1]; andn= 1.39
[—]) are used as initial guess for the calibration of the Lernsrba

6.5 Calibration and Prediction

To match simulated and observed signals (i.e. calibratitemn Anderson and Woessnher,
1992) for 2006, 2007 and 200K;, a andn for the different zones were manually cali-
brated. The root mean squared error (RMSE) and the Naslhiffeutoefficient (\,) are
considered as criteria for the goodness-of-fit. Automatdib@ation was not an option
due to the long computation times of 9 -12 hrs on a PC with agl Dore 2 Duo E6600
2.4 GHz for a one-year simulation. The choice of the calibrgparameters was based on
the following: (i) no measured soil-retention curves weralable, so that van-Genuchten
parametersr andn could be only constrained by the texture information in corabon
with pedotransfer functions (Carsel and Parrish, 1988a8&gchand Leij. 1998; Schaap
et al.,[2001). (ii) no measurements of saturated hydrawiiactivity were available
from inside the Lerma basin, bls¢ measured outside the Lerma basin in the glacis unit
were higher than the ranges obtained from the pedotransfetibns of Carsel and Par-
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rish (1988); (iii) significant texture changes were obsdrwathin the glacis unit; (iv)
results of the parameterization presented in settidn @weth a high impact of, a and
ks on the simulated discharge dynamics. Calibrated values af andks for the four
zones defined within the Lerma basin are shown in Figure 6.6.

Table 6.6: Calibrated saturated hydraulic conductivity)( inverse air-entry pressurex) and
pore-size factorr{) values for the different zones within the Lerma basin

Zone Label ks(m/d) a(m™1) )n(-)

Zonel 0.9 0.01 1.09
Zone 2 4.5 0.5 1.31
Zone 3 6.5 5.9 1.72
Zone 4 0.9 2.0 1.39

The model performance for both, surface and subsurface idsmaas evaluated by
visual comparison of time series of observed and simulateads-discharge and sub-
surface hydraulic heads, as well as quantitatively by gesshof-fit measures. Based on
hourly discharge measurements at the outlet and the setlohlilyc heads measurements
for the subsurface, we calculated the maximum error (ME rdot mean squared error
(RMSE), the coefficient of residual mass (CRM) and the Nasttiife coefficient(\;).

Simulated and observed discharge values for 2006, 2007 @08l e presented in
Fig. [6.14. In general, they show good agreement. Peak flosveeproduced relatively
well for the whole simulation period. For the non-irrigatsehason, the model is able to
reproduce the measured flows adequately; however, for Bre2®8 a minor tendency to
overestimation is noticeable. For the rainy season, inquéar for years 2007 and 2008,
the highest peaks are slightly delayed. For the irrigateasen, the simulated hydrograph
captures the timing and the peak values relatively well. e\@v, the most pronounced
peaks are still underestimated.
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Figure 6.14: Simulated (solid) and measured (dashed) discharge forolgical years 2006,
2007 and 2008. NoteThe graphs are presented using different scales

As shown in Figuré 6.15, simulated water tables for 2008 m#te measured hy-
draulic heads considerably well. Sharp increases of themevel at piezometers 3, 4
and 5 reflect the intensification of the irrigation during #ezond half of the year 2008.
Hence, it could be stated that the model is able to reproddeguately the seasonal
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variation in the subsurface response.

Piezometerl Piezometer3
e 0 e 0
< = =T ©° ko)
o] o]
lc_u _5 S _SJ
§ |oovTeee
= -10 1 =9 e
150 200 250 300 350 150 200 250 300 350
Piezometer4 Piezometer5
E E O
Q Q 8
< <
- = -5 g
(3 {3
© S
2 10 = 10
150 200 250 300 350 150 200 250 300 350
Piezometer7 Piezometer8
E O E 0
[J) Q2 >
8 _fe—cen 0 o-e=dG 0009 § o-22 |
}c_cs 5 - o © g 5/0 0-6 o _ yc
(3 {3
© ©
= 10 = 10
150 200 250 300 350 150 200 250 300 350

T[d] T[d]

Figure 6.15: Simulated (solid) and measured (dashed) groundwaterstébtehe hydrological
year 2008. Piezometers 4 and 5 were dry during the first 7 measumts

The model performance statistics for the calibration gefypears 2006, 2007 and
2008) are shown in Table 6.7.

Table 6.7: Model performance statistics for the calibration perioghflological years 2006, 2007,
2008) and the validation period (hydrological year 2009k :vhaximum error, RMSE: root mean
square error; CRM: coefficient of residual mass; Ahdthe Nash-Sutcliffe coefficient

Year MEm3/s] RMSEm/g CRM[—] N/[—]

Calibration
Surface
2006 0.160 0.0136 0.60 0.639
2007 0.139 0.0417 -0.59 0.869
2008 0.066 0.0487 -0.18 0.857
Subsurface
2008 1.50 0.68 0.0217 0.9322
Validation
Surface 0.0737 0.0230 -0.09 0.901
Subsurface 1.35 0.75 0.0330 0.868

To validate the model, the data set for 2009 is used. Hounhfathwas available for
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this period directly from the station Ejea de los caballgmeghin 5 km distance from
Lerma basin) and used as the model input. No additional muat@imeter changes were
applied. The integrated model was used for the predictiatiswharge and groundwater
heads for the entire Lerma basin. As can be seen i_Fig.th#émbdel is able to re-
produce the hydrological response of the surface domaiak pad base flows are both
represented very well, aside from a slight overpredictibsteeam discharge during the
intensive irrigation phase. Simulated water tables matehmeasured hydraulic heads
considerably well (Fig.6.17). Only during the intensivegation phase the water tables
are slightly overestimated.

100 150 200 250 300 350
T[d]

Figure 6.16: Predicted (solid) and measured (dashed) stream dischatige ldasin outlet for the
hydrological year 2009

The performance statistics for the validation period (hgdrological year 2009) are
integrated in TablE6l7.

6.6 Performance measures

Considering the performance results obtained from thébielon and validation, the
following can be stated: The Nash-Sutcliffe coefficieNs,calculated for the calibration
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Figure 6.17: Predicted (solid) and measured (dashed) water tablesddnftirological year 2009

years 2007 and 2008, and for the validation year 2009 aregag (0.87, 0.86 and 0.90,
respectively) which expresses the suitability of the mddedimulate the hydrological
response of the basin to the land-use transformation wi#pee to high and low flow
timing.

For 2006, the model efficiency is worse (0.64). This compaeht low value arises
from the underestimation of the peaks during the rainy sead&source for this underes-
timation could be the high uncertainty of the actual shertrtrainfall distribution within
the Lerma basin. As discussed|by Bronstert and Bardossy®)20€ exact temporal vari-
ation of precipitation intensity and duration plays an impot role for runoff generation,
in particular for high-intensity rainfall events. Thesereveery common during 2006
-which was the rainiest year in the analyzed time period. pBupfor this hypothesis
comes from the observation of the better performance adddior 2009, when discharge
was predicted using hourly rainfall available directlyrfrahe closer climatological sta-
tion.

Small negative values of CRM for the years 2007, 2008 and 260t the tendency
of the model to slightly overestimate discharge. Overestiiom of both, the simulated
stream discharge and subsurface heads may be caused bywungpden that the sub-
surface water divide coincides with the surface water @yice. no lateral subsurface
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flow exists. There may also be a seasonal regional groundfi@tenot considered in the
model simulations, as the no-flow conditions assigned ttatieeal subsurface boundaries
force all water to leave the system at the surficial outleg)ewting any kind of regional
groundwater flow. This problem could be approached by thiediniction of transient flux
boundaries. However, additional field data would be regluicequantify these boundary
fluxes. Subsurface head mismatches may also be related tmdeetainty in the defi-
nition of the spatial variability of the hydraulic propesi of the porous media, but, the
information available to characterize the internal hegereity of the hydrostratigraphic
units is limited.

In order to test whether the model is good in the sense thad¢kimtions between
the measured and simulated values are within the measuremen prescribed by ma-
trix Cyy, a x°-test of the objective function normalized By, expressed as Eq.4.5, is
performed. Uncorrelated errors are assumed, soQasimplifies to a diagonal matrix
containing the variance of the error for each observatiotherdiagonal. The error ex-
pressed by matri€,, contains both, the aleatoric and the epistemic error or areagent
and model error, respectively. More precisely, the errpresents the relative measure-
ment error for stream discharge in the surface domain anliedhe measurement error, as
well as the epistemic error due to the uncertainty in modatsire and in boundary con-
ditions for the subsurface. This kind of a decompositioroissistent with the difference
in available information regarding the surface and sulasaridomain. To evaluate the
performance of the model the maximum error that would alletaiaccept our model
in a x%-test is calculated. The analysis shows that a 12% relatiee &r the stream
discharge and an error of 0.4 m (including head measuremenmt encertainty in model
structure and boundary conditions) for the subsurface domeuld be sufficient to pass
the x2-test as the ratichC;yls/(nobs— Npar) €quated to 0.98: 1.0. These error values
can be called very satisfactory for both domains, giventiat0.4 m for the subsurface
also include the error in model structure and boundary ¢mm.

In general, the model performance statistics obtaineddtr,lsurface and subsurface
domains, reflect the ability of the model to reproduce the fligwamics during the land-
use transformation.

Sensitivity analysis

As it has been widely discussed in the literature (e.g. Be¥089; Ebel and Loague,
2006), non-unigueness and identifiability may cause proble the parameterization of
physics-based models. In this study, the definition of Ebdllaoaguel(2006) is followed
and a distinction between unigueness and identifiabilitynede. A set of parameter
values is called identifiable, if each individual paramédtas an influence on the model
output, i.e. the model output is sensitive to changes in pachimeter evaluated about the
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set of calibrated parameter values. A set of parameter s@uzlled unique, if the same
optimal model performance can not be achieved with ano#tesf{different) parameter
values. Uniqueness and identifiability can but do not nedxzkteelated.

By the following sensitivity analysis, identifiability anmhrameter correlation are ex-
plored, which can also evaluate non-uniqueness about tloé calibrated parameter val-
ues. However, the question of uniqueness or non-uniquéméise sense defined above
can not be resolved by such an analysis, since there couéyalexist points somewhere
in parameter space associated with the same or a better pefl@imance. The decision
about the existence or non-existence of such points foraoonex performance func-
tions could only be made by exhaustive sampling of the patemnspace which is almost
always infeasible in practice and certainly in this case.

Van-Genuchten parameters are calibrated, as very compsatwrated flow dynamics
are expected due to the large contrast in soil water contgwés the transition from
semi-arid land to irrigated crop fields. Hence, van-Genertlparameters are expected to
have a considerable relevance for the ability of the modetpooduce the flow patterns.
Restricting the calibration to the physical ranges assedito texture classes identified
for the Lerma basin, a set of values oy n andks for zones 1 to 4 deemed to be optimal
was found (Tablg616).

The covariance matrix of the parametéls, and the relative standard deviation of

estimationo; [%] about the calibrated set of optimal values are shown in &
or-values for each parameter are shown in the main diagonabie[6.8. Most of
the calculated values ad; are relatively small £ 10.0%) indicating a low uncertainty
associated to the determination of the parameters. @nlyas a value higher than 10%
(11.18%). In this sense, the set of calibrated parametaesahay be called identifiable.

In Tablel6.8, it can be observed that none of the 66 valuessdiigher than 0.75. The
highest correlation coefficient£0.719) was calculated between parametgrandn;.

The sensitivity analysis shows that the calibration reslih a set of parameter val-
ues which are identifiable and unique in a small neighbortadddis set of parameters.
Given the results of the validation it can be also stated ttitmodel has good predic-
tive capabilities. In the following, the physics-based mioaf the Lerma basin is used to
investigate spatio-temporal patterns of change in hydio# processes induced by the
land-use transition and the intensification of irrigation.

6.7 Impact of the Land-Use Changes and Irrigation

Basin-scale water balances are the starting point of ouysisaf the overall flow dy-
namics in the Lerma basin. The inputs are defined as measwg@gipation and irrigation
amounts, and the output as estimated evapotranspirattbmaasured stream discharge,



Table 6.8: Correlation coefficient matrix calculated at the optimal values. On the main diagofhthe matrix we present the relative standard deviation o
estimationo; [%)] . Kg[m/d]: saturated hydraulic conductivity for the zonea;[m~1]: van-Genuchten inverse of air-entry pressure for the zpaadn[—]:

van-Genuchten pore-size factor for the zone

Ksl ai Ny KSQ an 17] KSg as n3 KS4 as Ny
Estimated value 0.9 0.01 1.09 4.5 0.5 1.31 6.5 5.9 1.72 0.9 20 1.39
Correlation calculated at optimal values
Ks, 7.94
(o] -0.033 11.19
Ny -0.415 0.719 1.21
Ks, -0.223 -0.548 -0.193 1.52
as 0.169 -0.023 -0.061 0.017 2.32 Symmetric
Ny 0.280 -0.019 -0.139 -0.010 0.327 1.40
Ks, -0.380 0.185 0.290 -0.109 -0.225 -0.162 1.17
a3 -0.249 -0.714 -0.469 0.332 -0.219 -0.133 0.031 1.25
N3 -0.073 -0.098 0.105 0.331 0.010 -0.067 -0.413 -0.280 3.98
Ks, 0.120 0.075 0.118 -0.036 -0.260 -0.262 0.175 -0.221 0.07977 8.
ay -0.375 -0.166 -0.067 -0.068 0.102 -0.120 -0.259 0.311 D.00.658 3.44
Ng 0.045 0.010 0.030 -0.079 0.327 0.300 -0.360 -0.125 0.0795040. 0.291 4.00
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thereby neglecting possible measurement errors or limgpesentativeness of measure-
ments. The contributions of precipitation and irrigaticaried considerably within the
simulation period: during 20086, irrigation representsl24 of the total amount of water
input (the rest is precipitation). 2007 was drier in termgEcipitation (12.4% less than
in 2006), while the total irrigation amount increased cdesably (125.8% more relative
to 2006). 2008 was drier than 2007 (21.3% less precipitatmmpared to 2007), but
more irrigation took place (22.2% more than in the previoeary. In 2009, irrigation in-
creased by another 12.3% compared to 2008 (precipitaticredsed by 17.4% compared
to 2008).

For the yearly water balance, the change in water storagetlogdnydrological year
is assumed close to zerAws + Awg ~ 0). Furthermore, no water entering or leaving
the basin via lateral groundwater flow and no water lossearateough the buro are
assumed. Adhering to these assumptions, the left hand kide water balance equation
(Eq[3.1) needs to equate to zero in order to close the watend® |If this is not the
case, and lateral groundwater flow as well as water loss giwthe buro can still be ruled
out, a negative value means that more water has left the Hammnwas introduced via
precipitation and irrigation (which is equivalent to a ese of water from storage), and a
positive value means that the amount of water stored ineelbasin must have increased
by this value. The input and output terms as well as the watkanices calculated for the
years 2006-2009 are presented in Tablé 6.9. For 2006, tledmls slightly negative
(-9.5mm). In the following two years, during which irrigation in@ged considerably, the
yearly water balances do not close either: compared to 2086&®ader of magnitude of
more water is stored inside Lerma basin (water balance sak&0.1mm +25.0mmfor
2007, 2008, respectively). In 2009, the balance is agaghtji negative (-8.4nm)

Table 6.9: Water balances for hydrological years 2006, 2007, 20082808

Hydrological year Prom) ET (mm) Irrig. (mm) Dischargeihm) Water balancerim)

2006 457.0 491.6 145.2 120.1 -9.5
2007 400.5 545.3 327.8 102.9 80.1
2008 315.1 582.9 400.6 107.8 25.0
2009 370.0 645.0 450.0 183.4 -8.4

The water balance results indicate that subsurface stoeageot be neglected over a
hydrologic year for the period in which irrigation agriauié in the Lerma basin has inten-
sified. Moreover, neither the discharge nor the pattern®fttiange in storage observed
for the four years under observation does simply follow tlemaotonically increasing irri-
gation load. Hence, in the following the physics-based rhisdgsed to investigate more
spatially and temporally resolved variables.

The total length of streams within a catchment is a quantfityigh ecological impor-
tance that is deemed to be affected by the intensificatiograf@tural activities due to the
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increase of irrigation return flows. It is also seen as a pnemi spatial feature of the hy-
drological system groundwater—surface water exchangen Eris perspective, the ability
to compute such a quantity naturally, i.e. the spring of &ktie where the groundwater
table reaches the land surface, represents a huge advahtalie coupled physics-based
models. Similarly, runoff generation processes dependbnm®isture content and/or the
distance of the water table to the surface. Hence, a shifinoff generation processes
may also be a relevant implication of the transition to mtign agriculture.

In the following, both total length of streams, and the simftunoff generation pro-
cesses for the whole transition of the Lerma basin intoatran agriculture are investi-
gated.

6.7.1 Total length of streams within the Lerma basin

The first parameter analyzed with the physics-based mauslai changes of the drainage
network. The evolution of the total length of streargd,, in the Lerma basin is calcu-
lated. For this the topographical setting of individualfaoe nodes (i.e. whether they are
located in a valley) is considered. A cut-off value of at tescm water depth for a node
to become a stream node is also defined.

The evolution of the total stream length (see Fidurel6.18wshthat the additional
input of irrigation waters over four consecutive years leasd an increase of the length of
the drainage network within the Lerma basin. Clearly obeigierare periods of increasing
and decreasing total stream length over the hydrologicat. y€or the first two years,
irrigation did not result in a significant increasing trerfdtiee total river length. Figure
shows that for the years 2006 and 2007 the curve retarassentially the same
minimum level. In 2008, however, the pattern changes antbtiaériver length does not
return to the same level as in 2006 and 2007 instead it retarasninimum level which
is raised by roughly 600 m. This increasing trend contineeste year 2009 where the
highest peak in total stream length is reached. Also thériwt length never falls below
the end level of year 2008, but rather returns to a minimurellesich is again raised
compared to 2008.

As observed in Figure 6.18 the total stream length withimiabasin has generally
increased progressing transformation from rainfed t@ation agriculture. The curve
contains a seasonal trend induced by the rainy and irriga@asons and some high-
frequency fluctuations which could be identified via the ptgrbased model, as the ap-
pearance of new intermittent creeks, that are mainly feduagkgrrigation return flow.

Itis interesting to notice that the input of irrigation wegtén the first two years did not
result in a significant increase of the total stream leng#r tive whole year. As the total
stream length curve returns to essentially the same basleliel km, it seems reasonable
to interpret this as the proportion of the drainage netwioak tepresents perennial streams
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Figure 6.18: Evolution of the total length of the streams within Lermaibas
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during 2006 and 2007. In 2008, apparently a threshold washeshas the total stream
length does not return to the former base level at the end @8,26hd a new proportion
of the drainage network becomes perennial.

Looking at the basin-scale water balance, the high storbgater in 2007 and 2008
and the continued input in 2009 also seems to suggest thaktinea system may now
be able to sustain spring areas at a higher topographic-letétast in some parts of the
basin. Model inspection indicates that the additionalestrédength may result from the
creek south of the main stream of Lerma basin becoming peterfrield observations
give support to this hypothesis as this stream is not lorend) dry during summer.

6.7.2 Surface-runoff generation processes

The second parameter analyzed with the physics-based mioteht the shift in surface-
runoff generation processes from Horton (infiltration ess;eHorton, 1933) to Dunne
(saturation excess, Dunne and Black, 1970) flow. Consigeha complete spatial dif-
ferentiation of soil moisture over time, the temporal ewoln of an averagapproximate
infiltration capacity,@cap and the total water input rateg;;, (i.e. rainfall + irrigation) are
calculated.dcapwas obtained by integrating the unsaturated hydraulic ecindty of the
top subsurface nodes over the whole surface area of the Lsasia model taking spatial
differences in saturation, van-Genuchten parameters andased conductivity into ac-
count and normalizing by the surface area (Eql 6.2). Sineedmditions for Hortonian
runoff are given when the rainfall intensity exceeds thdtnation capacity of the soil (e.g
Dingman, 2002; Loague et al., 2010), it is expected that gpeaximate infiltration ca-
pacity(§Calo is indicative for whether or not a certain rainfall eventhgiénerate Hortonian
runoff at a particular model element:

1
Avotal

The actual infiltration capacity, however, changes durirgrafall event, such that this
definition (at an hourly time step) can only represent an@papration of the actual infil-
tration capacity. Thereforeﬁcap is called an (average&)pproximatanfiltration capacity.
dcap should also not be confused with the empirically definedtnation capacity for a
catchment in “steady-state” at field-saturation (Bets@&4).

The integration given in equatidn 6.2 was repeated usingut-time-step for the
whole simulated period. The resulting curve is presentddgore[6.19.

Considering the general trend of the curve, the followingloa stated: Values @cap
are relatively low for 2006 before irrigation starts. Duyithis periodQ; is often higher
than the average approximate infiltration capacity. 2003 dréer in terms of total pre-
cipitation. Nevertheless, there are two distinct maxim@_@a‘p observable, which are not

dcap: /Akrw()@ Y, Zsur f) KsOA (6.2)
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Figure 6.19: Evolution of the infiltration capacityQcap, of the Lerma basin

time-related to the major irrigation phase. These two mit$tmaxima do not re-occur in
the following years. Only within the rainy season and duarfgw events that the rainfall
intensity Qyi exceedsﬁcap. Despite the increase @ during the irrigation seasoQ)
is never larger thatﬁcap. During 2008 the base level ofcap increased considerably, so
that@Calo is again exceeded only during a few extreme rainfall evéntthe hydrological
year 2009 the base level @ap is larger than in all other years. Still for a few events in
the second half of the ye&};; exceedﬁcap. Additionally, one can observe that the major
irrigation phases coincide with prolonged (local) maxinh@_@alo in 2007 and 20009.

The comparison of the evolution @apvs. Qri shows that in 2006 the conditions for
Hortonian runoff, i.e.Q,j > écap, are reached in about 24 events. During the next three
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years, conditions for Hortonian runoff are only reacheddow 17 events in total. While
this is partly due to differences in the rainfall distrikartj it is also obvious that the higher
base level of the average infiltration capacity curve rexgstronger rainfall intensities for
Hortonian runoff generation. This suggests a shift in tmofigeneration processes in the
Lerma basin: from relatively regularly occurring Hortomiaunoff in 2006, characterized
by high discharge during rainfall events and followed bygenperiods of zero overland
flow, to a more Dunne flow dominated runoff generation proaes$ise later years.

Particularly interesting is the year 2007, where the imilon capacity curve has two
distinct maxima from November 2006 to March 2007. Duringsthéwo time periods
water input by irrigation does not play a major role. Howeuwbe base level of the
infiltration capacity curve is already raised due to thegation phase in late 2006. The
frequent precipitation events occurring during the twoetiperiods in question (in 2007)
are not too intense, but would have led to Hortonian runofifegation in early 2006. In
2007, however, the infiltration capacity is just high enotmhccommodate the rainfall at
these rates and most of the rainfall contributes to soilingtfThis may be the reason for
the two distinct maxima dﬁcap in 2007, which are not related to intensive irrigation. This
conclusion is also supported by the characteristics oethesxima: they are only of short
duration and fluctuating quite intensively, wheré@%p maxima induced by irrigation
during later times show a comparatively smooth variabilitthe reason that the 2007
maxima type does not re-occur in later years is believed tchiefly the non-recurrence
of longer duration low intensity rainfall events.

As the approximate infiltration capaci@cap represents only an average value for the
total Lerma basin area, it does not account for local diffees in runoff generation. In
order to also include these in our analysis, the total are¢a KWortonian runoff gener-
ation (i.e. Qri > Qcap) based on the individual contributions from each model eleim
is estimated. The latter is achieved by computing the redarea of Hortonian runoff
generatiorAy as:

1
Acotal /Al(Qri > Qcap)dA (6.3)

wherel is a function which is set to 1 when the prope@y > Qcap holds and 0 otherwise.

Ay =

As this analysis only makes sense for time periods with anahcainfall eventAy
is computed for alh® rainfall events in each hydrological year. More specifigaibur
Ay distributions are established witl,,s = 156,n5,,; = 192,n5,,5= 205,n5,59= 219
using a fixed number of 9 histogram classes determined atfieges (1926).

The calculated histograms for 2006-2009 are shown in Figuz8. A clearly ob-
servable feature is that in 2006 the number of events withentiwain 30% of the basin
contributing to Hortonian runoff is much higher than in arther year. Beginning in
2007 the mode of th&y distributions stabilizes at 30%, which is about the areappr-
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tion of the Lerma basin that remains un-irrigated. For 2Q0@9, one can hardly observe
events in whiclQcapis exceeded in more than 70% of the total basin area, whialr ot
relatively frequently in 2006. Overall the distribution2®06 seems to have lost its right
tail and to concentrate frequency mass in the three lowdrohasses.
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Figure 6.20: Histograms of the proportion of areas associated to HatoninoffAy generation
(relative to total catchment area) for hydrological yed#8&2009

While these distributions are still also a function of theuat rainfall distribution
within the respective years, the similarity between 2000D02and their dissimilarity
with 2006 further supports our conclusion that the Hortomanoff generation process
becomes less important for the Lerma basin. Furthermaogeethtatistics seem to indicate
that Hortonian runoff generation remains mainly activeni@ hon-irrigated part.

In order to highlight the spatial differences between 2008 2009, the catchment
response to two rainfall events of similar intensity (i.8.5land 12.4 mm/hr respectively)
are showed. To minimize the influence of antecedent moisturditions, the events were
selected from a subset of events with 3 preceding dry daysthEawo selected events,
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the ratio betweer®;; and Qcap at each node is calculated. In Figlre 6.21 the spatial
distribution of the logarithm of this ratio Iqg(Qri /Qcap) iS presented, so that areas with
Hortonian runoff are associated with positive values.

(@) 10919(Q¥i /Qcap) for year 2006

(b) 10914(Qri /Qcap) for year 2009

Figure 6.21: Spatial distribution of the ratio of the input flow raf®; and the infiltration capacity
(Qcap) for a typical rainfall event during the hydrological yea) 006 and (b) 2009

Despite the similarity of the rainfall events the respormebioth hydrological years
can be well distinguished: In 2006 &%ap is exceeded in 91% of the total area. In
2009,Qyi only exceed®)cap in 54% of the total area and event water can infiltrate at low
elevations and within intensively irrigated areas. Thepetage of areas with Hortonian
runoff generation is almost as high as the percentage obthkrton-irrigated area in 2009
(~47%). The remaining-7% of the former are either regions close to the discharging
streams or associated with a portion of the pinetree fielatéxztin the middle of the basin.
That part is not irrigated, but likely receives water fronjeaent irrigated plots.
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In order to support the applicability of the average apprate infiltration capacity
defined in EqL6J2, the spatial distribution of fluxes exftitrg from the subsurface do-
main were extracted directly from the physics-based maatelife same rainfall events
referred to above. Areas with exfiltrating fluxes represesas of Dunne-runoff by defi-
nition. The results are shown in Fig. 6122, where positilaesrepresent exfiltration and
negatives values represent infiltration. It can be obseivaidhe areas associated to exfil-
tration correlate very well with those areas consideredwasie-runoff areas in Fig. 6.P1.
This indicates that the proposed approximate infiltratiapacityQcap represents indeed
a good measure to discriminate between areas of Hortonth®anne-runoff generation
processes.

(a) Exfiltration for year 2006

(b) Exfiltration for year 2009

Figure 6.22: Exfiltration valuegm/g| for a typical rainfall event during the hydrological yeaa$ (
2006 and (b) 2009

Additionally, the sum of exfiltrating fluxes (i.e. the Dunnevil contribution) were
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compared to the stream discharge at the Lerma basin outhes. tdtal exfiltration was
obtained by integrating the exfiltration over the whole aoef area of the Lerma basin
model taking spatial differences into account and nornraiby the total precipitation:

k:
/kr 33— H)dA
A le
P
The integration given in equatidn 6.4 was repeated usindnaut-time-step for the

whole simulated period. Considering the size of the Lermsirband the velocity of
surface runoff it can be assumed that the error introducediffgring arrival times of

Exf =

(6.4)

exfiltrating water is small. The effect of run-on (i.e. infdtion of overland flow running

over pervious downstream areas) is also neglected. Althatgray introduce an error
for a particular event, it becomes insignificant when coesidy the time evolution of

stream discharge and its Dunne flow contribution. The regulturve is presented in
Figure[6.28. It can be observed that the contribution of Buitow has increased along
with the intensification of the irrigation in the Lerma basirhis behavior is in agreement
with the rise of dry-weather baseflow measured at the outliteoLerma basin and with

the increase of the total length of perennial streams dsstlis section 6.711 .
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Figure 6.23: Relative contributions from exfiltration (Dunne runoff) stream discharge for hy-
drological years 2006-2009

To further highlight the change in Dunne overland flow cdnition, a close-up view
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of the hydrological response at the outlet of the Lerma bé&sirthe two events used
above (i.e. for hydrological years 2006 and 2009) is presknin Fig.[6.24, discharge
and Dunne flow contribution for these particular events carobserved. Despite the

similarity of the events (i.e. duration and intensity), Derflow represents a considerably
larger portion of the measured discharge for the event i® 228%) than for the event in
2006 (10%).
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Figure 6.24: Dunne overland flow and measured stream discharge for twoalyrainfall events
with similar intensity and duration in hydrological yeaeg§2006 and (b)2009

In summary, the validation results of the flow model of therharbasin demonstrated
that it is possible to simulate land-use change with phylsased models using physically
meaningful and identifiable parameter sets at catchmeld. sédditionally, the model is
able to simulate spatial features which were indeed obdenvine field, e.g. the increase
of total length of the creeks. The spatially resolved anslysed to investigate the evo-
lution of the Lerma basin into irrigation agriculture indted a shift in the occurrence of
Hortonian runoff generation. In particular, while in 200@$h of the basin is associated
to Hortonian-runoff generation, in 2009 only non-irrightareas are associated to this
mechanism. This analysis also show a considerable incoédise contribution of Dunne
flow in the stream flow induced by the intensification of irtiga.

In the following, a nitrate transport model will be integrdtinto the flow model in
order to study the impact of fertilization on water qualitytfee Lerma basin.

6.8 Nitrate Transport Model

In order to guarantee the sustainability of agriculturaagpices, it is of primary impor-
tance to investigate the impact of fertilizers on water jpalHence, the study of the
evolution of nitrate concentrations in both surface andsaulace compartments has be-
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come a priority objective in agriculture catchments wotldisv The ultimate goal of these
studies is to forecast nitrate concentrations under @iffecrop pattern distribution and
future climate scenarios as it would allow the design oftegi@s to maintain nitrate con-
centrations below drinking water limits or to reverse thedfof fertilization. From this
perspective, a model able to describe nitrate fate andgoahat the Lerma basin repre-
sents a valuable contribution.

In this chapter, the construction of the nitrate fate andgpart model of the Lerma
basin is presented. As discussed in sedtioh 3.2, the soéuteport equation requires the
transient velocity field which is obtained from the calileétand validated flow model
discussed in the previous chapter. The transport modetagriated into the flow model,
so that both the flow and transport systems of equations aredsat every time-step.

The transport model is validated using nitrate concemtnatimeasured at the outlet
of the basin during the transition of the Lerma basin intgation agriculture, i.e. in the
hydrological years 2006 to 2008. No calibration is perfodrirethis case. Instead, values
obtained from previous studies, namely other calibratedeis) are used to estimate the
model parameter values. After the model is validated, wai@nagement alternatives at
the Lerma basin are studied. In particular, the model is ts@dedict nitrate concentra-
tions under two hypothetic cropping pattern scenarios,aanidleal irrigation agriculture
scenario without nitrogen fertilization.

In the first part of this section, the available data used tlolboe transport conceptual
model is presented. In the second, a local-mass balancé vdgpoesents the starting point
of the nitrate study is discussed. In the third section, mggions and simplifications of
the physics-based model used to simulate transport in thed éasin are discussed.
Finally, results of the model are presented and discussed.

6.8.1 Data Inventory

At the Lerma basin, the use of fertilizer increased alonghlite increase of irrigated
areas. Fertilizer application on a daily basis was recotgethrmers and collected by
Spanish researchers for the hydrological years 2006-2DQfing the hydrological year
2006, the total amount of fertilizer applied to the Lermaibagas 35.457 Kg. Itincreased
to 80.817 Kg and 90.597 Kg in 2007 and 2008, respectively. ddily amounts of fer-
tilizer applied within the Lerma basin for the hydrologigalars 2006-2008 are shown in
Fig.[6.25.

Two methodologies of fertilizer application were obserwethin the Lerma basin. In
some areas, the fertilizer is dissolved in water and apfitisxigh a sprinkler system. The
nitrogenous solution mostly used wWds32whose mass fraction of accumulated nitrogen
is 32%. This type of fertilizer is deemed to be very efficientlze losses for volatilization
are negligible and the plant response is very fast.
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Figure 6.25: Total fertilizer applied during hydrological years 200808 within Lerma basin

In other areas, solid fertilizer (powder or manure) wasdalyeapplied to the soil. This
methodology of application is not very common within the tharbasin but introduces
a very high uncertainty into the model. In particular, it isitg difficult to determine
how much nitrate is advected into the subsurface becauselidertilizer is not applied
together with the irrigation water, instead, it is commoapplied at the beginning of the
plant growing period.

To estimate the nitrogen wet deposition, three rain watempsas were taken during
different seasons of the year (i.e. winter, summer and gpri@oncentrations of ammo-
nium, nitrate and nitrites were measured. For the threeossasneasured nitrites and
ammonium concentrations were consistently very smalD01 mg/L). In the case of
nitrate, concentrations were higher but still considgrainhall 0.17, 0.82 and 0.12 mg/L,
respectively. In this respect, nitrate wet deposition atltirma basin appears to be neg-
ligible.

The nitrate concentrations measured on a daily basis atuhet of the Lerma basin
during the hydrological years 2006-2008 are shown in Ei@86In general, the nitrate
concentration signal shows an increasing trend, that appede in agreement with the
intensification of the fertilization. However, a corretatibetween fertilizer application
and nitrate concentrations can hardly be defined withotihéuranalysis. In that respect,
a physics-based model able to account for spatially digtib patterns would help to
understand better the impact of fertilization on streamatgt concentrations and predict
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future impacts under different agriculture managememages.
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Figure 6.26: Measured concentrations at the outlet of the Lerma basimydrological years
2006-2008

Additionally, groundwater nitrate concentrations wereasweed at 8 piezometers dur-
ing the hydrological year 2008 (Fig 6]27). For this datasegsults very difficult to dis-
tinguish a trend induced by the intensification of the femif. In piezometers 1 and 3, an
increase in nitrate concentration during the irrigatiorigeeis observed. In piezometers
2, 3 and 8, on the other hand, a steep decrease in concemti@bbdserved during the
same period. Piezometer 4 and 5 seems to have a delayed sedpote aggregated
application of fertilizer but in opposite direction: whillee concentrations in piezometer
5 shows a noticeable increase, they decrease in piezometer 4

As can be observed from the visual inspection of the measia&al the subsurface
and surface concentrations do not simply follow the monictorcrease in fertilization.
Hence, in the following a more comprehensive study of retfate and transport at the
Lerma basin is presented that accounts for spatially angddeaily inputs.

6.8.2 Mass balances

A mass balance represents the starting point of the nitratly ®f the Lerma basin. The
mass balance equation as used in this investigation cangoressed as:
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Figure 6.27: Measured concentrations at eight piezometers of the Leasi lior hydrological
year 2008

KileAj) - (jglUjAj) + 0 —qf,’n} = (AM3+AM9) (6.5)

whereN is the number of surface units(one for each land-use catgdgris the nitrate
application rate via fertilizatiofiML~2T ~1] for each plotj with areaA; [L?], U; is the
nitrate plant uptake rate associated to each pIML=>T 1. AMS and AMY are the
changes in surface and groundwater nitrate stoftje1]. g, is a term that accounts
for chemical reactiongMT1]. g3, is the rate of nitrate leaving the system through the
outlet [MT 1] defined asQsC, with Qs being the dischargf.3T 1] andC, the nitrate
concentratiofML~%], measured both at the basin outlet.

Accumulated values of imported nitrate by fertilizatiordamtrate exported through
the outlet measured at the Lerma basin for the hydrologeats/2006-208 are presented
in Figure[6.28.

If change in mass storage and chemical reactions are nedl&wta given period of
time (i.e.AM3+AM9Y = 0 andqg; = 0), the difference between the mass introduced to the
system by fertilization and the mass exported through tlsnbautlet would give us an
approximatenitrate plant uptake:

N N
Zluj'Aj = .ZleAj — QLo (6.6)
= =
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Figure 6.28: Accumulated Imported and Exported Nitrates at the LermarBas

To test to what extent this assumption would affect the teamisconcentrations at
the Lerma basin, spatial and temporal distribution of bettilization amounts and plant
nitrate uptake are studied. For the estimation of planat@tuptake, actual cropping
patterns observed during the simulation period are coreside

At the Lerma basin, during the simulated period, i.e. therblgdjical years 2006-
2008, corn was the most extended crop. Its planting and saweas done in April and
October, respectively. The average yield of corn for thisqoewas 12Mg/ha. Although
during the hydrological year 2006 winter cereal within thexma basin was not present,
it was the second most extended crop for the hydrologicatsy2@07 and 2008 (mainly
wheat and barley). The length of the growing season rangedekea from 8-10 months
depending on the type of cereal. Planting of the winter ¢davaa done between Novem-
ber and December, and the harvest between June and Augunser\ééreal yield for the
hydrological years 2007 and 2008 were B8/ha and 3.4Mg/ha, respectively. The
considerable decrease of yield may be caused by the smaltausrd of irrigation water
during hydrological year 2008 (Abrahao, 2010).

Broccoli during the hydrological year 2006, and tomato imligdrological years 2007
and 2008 were the most extended vegetables during the peraet study. Broccoli was
typically grown between August and November, and tomatwéeh May and October.
Broccoli and tomato yields wereMg/haand 80Mg/ha, respectivelyl(Abrahao, 2010).

Other cropping patterns observed within the Lerma basirevgenflower, botpeas,
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onions and sorghum. These crop types were mainly grown wngle cropping pat-
terns with two different crops per year. This practice beeanore common when the
irrigated areas increased, i.e., in the hydrological yeai7 and 2008. Typical double
cropping patterns within the area were botpea or broccdii @orn; and winter cereal with
sorghum or sunflower. The appearance of double croppingrpathas increased water
and fertilizer needs. Nonetheless, in average nitrogeitiZation per areal{g/ha) re-
mains constant for the whole simulated period (AbrahaoQp0hcrease in total amount
of fertilizer was exclusively related to the increase ifgated areas.

The theoretical yearly nitrate plant uptakég/Mg of crop-yield) can be estimated
from typical literature values. As plant uptake rates delpen the amount of fertilizer
applied (e.g. Stapleton etlal., 1983), actual fertilizeoants applied for each cropping
pattern within the Lerma basin are used to constrain thekaptalues obtained from lit-
erature. More precisely, only literature studies for aglticral fields with fertilizer treat-
ments similar to one observed within the Lerma basin wersidened to define the plant
nitrate uptake rates in this investigation.

In Table[6.10, average yearly nitrate applicatfeert [Kg/hal, average yearly crop
yield Yi [Mg/ha and theoretical nitrate uptake (pketg of crop yield)u; [Kg/Mg] val-
ues for the main cropping patterns observed within the Ldvasan are presented. For
the case of double-cropping, the values were estimatedi lmas@/eighted averages tak-
ing into account areas associated to each combination pEcroiterature ranges were
checked for consistency using a study that includes someatygrops within the Ebro
basin developed by Andreu et al. (2006).

For the cropping patterns observed within the Lerma basformation on daily (or
monthly) plant nitrate uptake based on growing seasonialigither available from local
studies nor from literature. Therefore, monthly valuesesétive nitrate uptakeye [—]
for each crop pattern were directly estimated from plamdpération cycles presented
by|Garcia-Vera and Martinez-Cob (2004) (Hig._6.29). Thighodology is supported by
the fact that nitrate plant uptake cycles are deemed to bgéeckto transpiration cycles
(Arkley,|1963; Stapleton et al., 1983).

In the following, maximum and minimum (theoretical) monthiitrate uptakeu™a*
andu™" [ML~?] for each cropping pattern were calculated by multiplying thonthly
relative nitrate uptake with the associated yearly (this@a® maximum and minimum
nitrate uptake rate presented in column 7 of the 6ridby the total yield associated
to the cropping pattern:

ymax — ureI utmain umi” _ ureI utminYi (6.7)

Monthly accumulated values af"® [Kg/ha] andu™" [Kg/ha] for different cropping
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Figure 6.29: Relative nitrate uptake for the different cropping patsewithin Lerma basin: (a)
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patterns observed within the Lerma basin are presentedif6E0.

Individual u™@ andu™" obtained for each crop are summed up in order to compute a

theoreticalrange of monthly nitrate plant uptakéd ™ U ™" [Kg/montHh:

Ncrops

* maxp .
Umax— Z Uy AJ
k=1

Ncrops

x minp .
Umin— Z Uy AJ
k=1

(6.8)

The approximatenitrate plant uptake calculated after equation 6.6 is coatpto the
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Figure 6.30: Maximum and Minimum theoretical monthly nitrate uptak&3 andu™") for the
different cropping patterns within Lerma basin for hydgital years 2006, 2007 and 2008

theoreticalnitrate uptake calculated by combining the actual croppiaiierns observed
within the Lerma basin, and plant nitrate uptake valuesrtdkem agricultural fields

with similar fertilization treatments. Accumulated vasuaf approximate and theoretical
plant nitrate uptake for the simulated period are shownénRigl6.31. As shown in Fig.

[6.31, the approximate accumulated nitrate uptake curievathin the theoretical accu-
mulated curves during the whole simulation period. This maggest that disregarding
chemical reactions and storage only have a relatively seffaitt on the overall response
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of the Lerma basin. However, this hypothesis can only besiinyated by the validation
of a conservative transport model at the Lerma basin, i.ecdogparison of simulated
and measured concentrations. Hence, in the following, aexwative transport model
integrated to the validated flow model will be used to simeildie increase of nitrate
concentrations induced by the intensification of fertiii@a in the Lerma basin.
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Figure 6.31: Comparison between theoretical accumulated nitrate apall approximate accu-
mulated nitrate uptake within the Lerma basin

6.8.3 Physics-based model

In order to gain a better understanding of the system undeysa conservative nitrate
transport model integrated into the previously validated finodel is used. As discussed
in section 2,23, some authors (e.g Birkinshaw and EwenQ&0Crawford and Glass,
1998) indicated that nitrate appear to be the most abund@agen form in agricultural
catchment. Hence, in this investigation other forms ofogién are disregarded, and | will
focus exclusively on the nitrate fate and transport modéhef_erma basin.

Neglecting wet and dry depositions and nitrate losses byaation or volatilization,
the nitrate source term for the surface domain[ML—3T 1] (in Eq. [3.9) can be ex-
pressed as the difference between the mass rate of nitrptatea to the system in form
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of fertilizer at a point, and the actual plant uptake ratéhatdame point. For the subsur-
face, a simplified model is assumed, that neglect chemieations, i.e. immobilization-
mineralization, nitrification and denitrification, in bdtie unsaturated and saturated zone,
i.e.r = 0. The simplified conceptual model assumed in this investigas summarized

in Figure[6.3D.

Mass exported
(Stream Outlet)

Figure 6.32: Simplified conceptual model of the nitrate processes at eoudiyiral catchment

The 3-D transport model grid is defined by the same finite etemmesh and the same
sub-layering scheme used in the flow model (sedtion 6.3.he Zonation defined for
the surface domain of the flow model, i.e. 60 different subzdims corresponding to the
land-use units, was kept and used to account for the spatidltemporally) distributed
fertilization and plant uptake.

To calculate the source terg}, [ML~3T 1], cropping patterns observed within the
Lerma basin (i.e. Corn, Winter Cereal, Tomato, BroccolnfBwer and Double-Cropping)
are considered. Monthlg, for each node of the grid are calculated by dividing the dif-
ference between the total fertilizéti; [MT 1] and the plant uptake;; [MT 1], by the
total amount of water associated to the correspondentWyde?].

ftji — Ui
O = —

W (6.9)

Monthly ftj; are taken directly from the fertilizer application datadéonthly u;j val-
ues are calculated using a simple relation that takes irdouant theoretical (maximum)
and approximate total plant nitrate uptake:

(6.10)

The monthly values of fertilizer applied and the source tpanm® of water are pre-
sented in Figure 6.33.
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In the case of liquid fertilizer, this approach seems to Istiffed as the fertilizer is
dissolved in the irrigation water. In the case of solid femtir when fertilization and
irrigation are concurrent, it may be also justified as théliezer would be dissolved by
the irrigation water once it is applied. Conversely, in tlese that fertilizer is applied
long before the irrigation takes place, it remains diffidoliestimate when the nitrate is
advected and in what proportion. As discussed in sectior82vhen the fertilizer is
applied to the soil it may undergo immobilization which oititely transforms fertilizer
into a part of soil organic matter. This may reduce the albditg of the nitrate added in
form of fertilizer because this form of nitrogen is not rdg@ivailable to plants. Recalling
the mass balance results presented in selction 6.8.2, ttonage of nitrate appears to be
negligible over a year. Hence, in this investigation an atdly strong simplification will
be made, that nitrate applied in early stages of the groneagan will be available to be
advected into the subsurface whenever the irrigation tplee®. An alternative approach
would be to introduce the (solid) nitrate as an injectionatit'e mass to the system and
let g7, be calculated by the computational model( dividing the nigsthe water content
at each grid node for each time step). Unfortunately, thig@gch leads to unrealistic
concentrations during dry periods, i.e. huge concentnatas a result of very small water
contents.

Additionally, the occurrence of high-intensity rainfallajnwash the fertilizer out of
the basin before the plant is able to take it up reducing sway the availability of ni-
trate. To minimize the effect of high-intensity rainfalleus, only fertilizer application
that are not affected by these kind of events were consideréte calculation ofgp,.
For this purpose, a subset of rainfall events with inteesitiigher that 15nnyhr is de-
fined. Fertilization events that take place before one cddheyents without the previous
occurrence of an irrigation event (or a lower intensity falirevent) were disregarded.

At the beginning of the simulation period (October 1st, 20QBe initial concen-
tration measured at the outlet of the Lerma basim@L) is considered as the initial
concentration for the whole catchment. In order to validh&eintegrated model, nitrate
concentrations measured at the outlet of the Lerma basthédrydrological years 2006-
2008 were used. The performance of the validation was etesluzy visual comparison
of time series of observed and simulated nitrate concénistas well as by performance
statistics.

The choice of (longitudinal and transverse) dispersivithyes at field scale have been
widely discussed in the literature (e.q Gelhar et al., 1981man, 1990; Xu and Eck-
stein, 1995). Theoretical and experimental investigatizawve found that field-scale dis-
persiveness are several order of magnitude greater thasclbs. Hence, laboratory
values of dispersivity can not be used to define catchmeates@lues of dispersivity.
Ideally, field-scale dispersivities would be establisheahf a tracer test at our particular
case study. Unfortunately, such a test is not availablefererma basin. In this inves-
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tigation, the longitudinal dispersivity and the transverse dispersivity are set to 1.0
and 0.1 m, respectively. These values are in agreement tarige of values reported by
Gelhar et al.|(1992) for an observation scale between 10016@6 m.

After the model is validated, it is used to predict nitrat@@entrations under three
hypothetic scenarios: two mono-culture scenarios assgi@ncorn and (b) tomatoes;
and an additional scenario (c)without fertilization. Cétalogical forcing measured dur-
ing the hydrological years under study was used. Irrigafiertilization and plant uptake
cycles were also taken from typically observed practicesduhese years.

6.9 Results and Discussion

The goal of the conservative nitrate model of the Lerma baamto reproduce the overall
trend observed during the transition into irrigation aghtigre. As only monthly values
of plant nitrate uptake were available, the performancéeihodel was evaluated using
weekly concentration values.

Simulated and observed concentration values at the odtteed_erma basin for the
hydrological years 2006, 2007 and 2008 are presented inf=Q4. In general, simu-
lated and observed concentration values for the whole gpenler study show a good
agreement. For the hydrological year 2006, the seasomaligproduced relatively well.
For the non-irrigated season, the model is able to reprothecmeasured concentrations
adequately, in particular two peaks of concentrations eskeduring this season are re-
produced very well; however, the second one appears todidlgldelayed. For the rainy
season, the model is able to reproduce very well the effedtlation on the system (due
to high water inputs and low fertilizer application). Foethrigation season, a drop in
concentrations induced by the intensification of irrigat®simulated relative well for the
model. However, after this drop the model slightly undenestes concentrations values.

For the hydrological year 2007, during the irrigation seasbe first peak of concen-
trations measured at the outlet is well reproduced for thdehdHowever, the model is
unable to reproduce the second one. For the rainy seasquitedesthe good perfor-
mance of the model, it has a minor tendency to underestinuateetitration values. For
the irrigation season, the model is able to reproduce thease in nitrate concentration
induced by the intensification of fertilization at the begirg of the season; and the drop
of concentrations during the peak of irrigation induced liutabn. After the drop, a
minor tendency of the model to overestimation is noticeable

For the hydrological year 2008 the model is able to reprodiesyg well the mea-
sured concentrations including the gentle increase inexanations at the beginning of
the hydrological year, and the steep drop measured durengaihy season. During the
irrigation season, the simulated values also show a relgtiyood agreement with the
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measured signal.
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Figure 6.34: Observed and simulated nitrate concentrations at outléteof erma basin

The model performance for the hydrological years 2006-20@8 also evaluated
quantitatively by goodness-of-fit measures. The root memared error (RMSE) and
the maximum error (ME) were calculated (table 6.11). Caltad errors are admittedly
higher than expected. Nevertheless, considering the largertainties caused by both the
simplifying model assumptions and the fertilization datashe range of errors obtained
should certainly be satisfactory. The latter may be justiffehe errors are compared
to the absolute range of variation in nitrate concentratidaring the whole simulated
period which is 110mg/I. This implies an error of 4.5-15.4% of the observed range.
Fully-coupled physics-based application studies in thengigic literature trying to match
nitrate concentrations are rather scarce. As one of theBelunshaw and Ewen (2000a)
presented monthly simulated and observed nitrate coratenmirvalues at the Slapton
Wood catchment. Concentrations were simulated using a rmarle complex model
than the one presented in this investigation, that accdanes large number of nitrogen
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transformation processes both in the surface and the dabsuHowever, estimation of
the RMSE equals 2.ing/l, that compared to the absolute range of variation which is
8.5 mg/I gives an error of 24.3% of the observed range, that is hidten the errors
calculated for the conservative transport model of the lael@sin.

Table 6.11: Model performance statistics for the validation perioddimfogical years 2006-2008)
of the nitrate transport model. ME: maximum error and RMSi6t mean square error

Year MEmg/I] RMSEmg/I]

2006  10.879 5.111
2007  27.761 17.347
2008  20.242 12.541

Following, the model is used to predict nitrate concertragifor one hydrological
year under two hypothetical mono-culture scenarios: (Xh,cand (2) tomato. These
cropping patterns are very commonly observed within thanizebasin, and they are
grown using very different fertilization treatments. Casrthe most extended cropping
pattern during the simulated period, i.e. 51, 69 and 38%,itaiscalso the one with the
highest nitrogen application (380g/ha). Tomato is the cropping pattern with the high-
est crop yield (80Mg/ha) but with a considerably smaller amount of nitrogen applied
(182Kg/ha). Averaged climatological conditions from the three galigears, i.e. the
hydrological years 2006-2008, were used in the simulatidh@scenarios. This seems
to be justified as the three years represents an averagdalgiaal behavior (Abrahao,
2010). Amounts of irrigation and fertilization for both ess(i.e. corn and tomato) were
extrapolated for the whole basin from typical values obsérguring the hydrological
years 2006-2008. As initial condition for the scenariosigations, the concentration dis-
tribution obtained for the last day of the hydrological yean8 (30th September/2008)
was used. For comparison, a third scenario that considefsrtilization is simulated.
Despite being unrealistic in practical terms, this scenegpresents a base case to which
the previously discussed mono-culture scenarios were aedp

Results of the simulations for the hypothetical scenaniepeaesented in Figufe 6.135.
Concentration signals for different scenarios show a véfgrént behavior, but in all of
the cases concentrations remain above the drinking watest&tdlard which is 5éng/I.

For the case that corn is grown in all of the pre-defined plotgher peaks of concen-
trations (up to 180ng/l) than in the other cases are observed. Also, a higher \@miati
concentrations values can be observed during the irrigggason. This situation seems
to be induced by larger concentrations of nitrate in therreflows as a result of a less
efficient fertilization. Support for this hypothesis confiesn figure[6.38 where fertilizer
applied to corn is much higher than the plant nitrogen neédso, nitrogen applied for
the case of corn (38Rg/ha) within the Lerma basin is very high compared to common
values reported in the literature (200-38@/ha) (e.glFreeman et al., 2007; Stapleton
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et al.,.1983). Concentration values at the end of one sirdiigear for this case (130-
135mg/L) shows a considerable increase (50%) compared to the vaties beginning
of the year (90mg/l). In that respect, the obtained results indicate that a owwno-
culture scenario would boost the negative impact of fegilion surface water quality at
the Lerma basin.

For the case that only tomato is grown, in general lower \satid@itrate concentration
are observed. The latter may be associated to better agraupractice that results in
smaller nitrate concentrations in the irrigation returrwio In fact, there is a good cor-
relation between literature values of nitrogen applied220kg/ha) (e.g.. Sainju et al.,
2001) and the nitrogen actually applied within the Lermairb&%80 kg/ha). Further-
more, the first concentration peak associated to runoff tigh nitrate contents during
the early rainy season observed for the corn scenario isimtlated for the case of
tomato. Concentration values at the end of the simulatedfgethis case (85-9&ng/L)
are very similar to the values at the beginning of the yeam@@). This may indicate
that the tomato mono-culture scenario would represent aisable long-term scenario
at the Lerma basin. Of course, in order to confirm this hypgitheimulations for longer
periods would be required.

For the case that no fertilization is assumed, a steep dexisabserved during the
non-irrigated season. After a relatively small peak towdatee end of the non-irrigated
season, a minimum value of concentrations &) is reached, this value remain con-
stant until the end of the simulated hydrological year. tespeing much smaller than
the typical values observed for the other scenarios, tHissvepresents a much higher
value than the observed at the beginning of the transfoom#& mg/1). The latter ap-
pears to indicate that in order to reverse the effect oflization on water quality in the
Lerma basin a much longer period would be required. Indéedninimum level reached
for this hypothetical case is still above the EU drinking evdimit (50 mg/I).

In summary, the validation results of the transport modeisdd that it is possible to
simulate general concentration trends and important fesitof the transformation of the
Lerma basin into irrigation agriculture using a consemgtransport model of nitrate that
uses parameter values obtained from previous cases stligarticular, the simplified
model is able to simulate the large variation of concerdratialues induced by the clima-
tological, irrigation and fertilization seasonality. Thaalysis of hypothetical scenarios
indicated that in both mono-culture scenarios corn and tonthe concentrations would
remain above recommended levels. In the case without atijz&ion, despite the no-
ticeable decrease, concentration values do not reachsvaglew the EU drinking water
limit either.

In order to improve the prediction capabilities of the tgaos model, a nitrogen trans-
formation component that accounts for chemical reactio@sjmmobilization, mineral-
ization, nitrification, denitrification, could be coupledl the transport model. However,
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——Scenario 1: Com
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Figure 6.35: Transport simulations of different cropping patterns sees (Corn, Tomato, and
no fertilization) at the Lerma basin

this would require the definition of additional parameteard,ehence, it would introduce
a larger parameter uncertainty given our fixed amount of.data
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Table 6.10: Typical and estimated nitrate uptake rates for each crgppéttern within the Lerma basin

Area Percentage Fert Yi U Reference
2006 2007 2008 Kg/ha Mg/ha Kg/Mg
Total Area(ha) 125 265 312
Corn 61% 59% 38% 380 12.0 10-28  Andreu et al. (2006); Stapletal. (1983)

Winter Cereal 0% 25% 25% 184 4.6 19-27 Delogu et al. (1998)

Tomato 10% 4% 14% 182 80.0 1.6-2.3 Sainju et al. (2001)
Broccoli 24% 4% 0% 150 9.0 9-22 Thompson et al. (2002)
Sunflower 5% 0% 0% 130 2.0 38-48 Zubillaga et al. (2002)
Double Cropping 0% 8% 23% 290 18.0 14-20 Andreu et al. (2006)




Chapter 7
Summary and Conclusions

This dissertation addressed five fundamental questionswitite transformation of semi-
arid rainfed basins towards irrigation agriculture andritpact on its hydrological func-
tioning can be studied by fully-integrated surface-sutamr, physics-based models.

How can we develop a surface-subsurface physics-based flovodel at
catchment scale? How can we validate such a model?

In this investigation, a protocol to build a surface-sulmste physics-based model was
presented. The protocol proposes a series of steps thist Isyagstablishing the purpose
of the model, followed by the development of a conceptuad idhat best represents the
natural system that is modeled. The conceptual idea showlohepass the definition of
the area of interest by the identification of its boundarésy the surface and subsurface
units describing the spatial variability should be definedmost of the cases, it would
also required to characterize the flow system. A computee etde to numerically solve
the system of partial equations describing the relevantgs®es in the modeled system
should be selected. In case that a suitable model is noadailthe computer code must
be developed. The selection (or development) of the compoide completes the first
stage of the modeling process.

In order to verify that the mathematical formulation holds & particular case study,
we need to compare the numerical model simulations to fiefgations. For this pur-
pose, a number of steps are proposed that start with thafidatiton of parameters that
can be defined from available field data and the parameterchwiged to be estimated
by calibration. Additionally, ranges of sensitive, physig-acceptable values of the cal-
ibration parameters should be estimated. After the cdldmwgroblem is fully defined,
we need to identify parameter values based on stream dgehand hydraulic heads
(and soil moisture measurements if available) in the cafiewfmodels; transport model
also requires measurement of surface and subsurface ¢oatears. Parameter estima-
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tion is achieved by systematically modifying the parametdues until the agreement
between measured and simulated values is maximal. To is$tabreater confidence in
the model, we use the set of calibrated parameters to repeaaecond set of field data.
A record of climatological (and anthropogenic) forcing hwdifferent historical condi-
tions may be used to show the ability of the model to reprodiete observations under
different conditions, e.g. land-use change or wetter stesna

Using this protocol, a surface-subsurface physics-basetbhwas set-up, intended to
simulate the transformation of the Lerma basin (Spain) feaamn-cultivated dry land into
an irrigated crop land. A comparison of measured and simditiow dynamics -despite
the large variation in forcing induced by the transitionsaaled that our model is able to
reproduce detailed temporal and spatial features of thediovamics. In that respect, the
results presented in this thesis indicate that the guidgmposed to build fully-coupled
physics-based model represents a valuable tool in ordexésiigate flow dynamics and
surface-subsurface interactions in complex hydrosystems

How can we determine the influence of catchment controllingdctors
from typically available observations? To what extent can egeomet-
rical simplification be used to parameterize a physics-basemodel?
What are the factors that control the surface-subsurface hgrological
response at catchment scale?

The identification of parameters that have an importancefi@ the model simulation
results, commonly called catchment controlling factossraferred to in this thesis as
parameterization. In the parameterization, we should betaldlefine a set of calibration
parameters for which there should be enough informatiotatoad in the observations,
so that their values can be estimated. We may also define libeation parameter space,
that should comprise only physically acceptable and seasdnges of values.

An adequate parameterization process must combine aiggysitudy and a param-
eter correlation analysis. Although, it helps speedindghgmodel verification, this pro-
cess is commonly avoided in complex physics-based hydi@sysdue to large running-
time requirements. Thus, the set of relevant parametetsfate be decided by the mod-
eler based on subjective criteria. To overcome this proplentroduced a geometrical
simplification, the so-calletillslope equivalent

The hillslope equivalent is used to perform an adequatenpetexization process. The
main goal of the hillslope equivalent is to speedup the patamestimation of physics-
based fully-coupled models. The novel methodology is tefitst at the Borden site
experiment, and is subsequently used in the calibratiohe@ierma basin flow model.
The comparison with the geometrically realistic model skowboth test cases that sensi-
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tivities and parameter correlation values correlate vezl} with the values obtained with

the hillslope equivalent. Thus, during the parameterratif a model one may not need
to calculate sensitivities using the realistic model,eastone could rely on the hillslope
equivalent analysis. In this respect, the hillslope edaivarepresents a very useful tool
to investigate the physical system, identify catchmentrotimg factors, and recognize

potential problems during the calibration at the benefitediuced computing times.

The results from the analysis of sensitivities for the vam@chten parameters indi-
cate that due to the high non-linearities associated widlparameters, global sensi-
tivity studies are required in order to obtain a more comensive understanding of the
modeled system, and in that way achieve a better paramdéteaéion. A local sensitivity
study would only provide incomplete information regardihg effect of these parame-
ters on the overall hydrological response. In particuteere are regions of the parameter
space with a relatively high sensitivity of the inverse exitry pressurer and the pore-
size factorn, while there are other regions where the sensitivity is igdge. Unlike
results presented in previous studies, we found that thersevair-entry pressuie and
the pore-size factan have a considerable effect on the catchment hydrologisalomese.
From this perspective, they should be part of the set of ilitn parameters when a high
influence of the unsaturated zone is expected.

Sensitivities for the saturated hydraulic conductivktyshow consistent high values
throughout the parameter space, i.e. a significant effekg @h the catchment hydrolog-
ical response. This suggests thatkega local sensitivity analysis would provide enough
information to be used in the design of the calibration peohl

To what extent can surface-subsurface spatial and tempordlow dy-
namics be explained by a physics-based model? What are fieldath
and spatial resolution requirements to reproduce adequatg those dy-
namics at catchment scale?

A physics-based model is used in this investigation as a hafdmupled partial differ-

ential equations derived from the principles of conservirags and momentum of water.
In particular, these are the shallow-water equations fav # the land-surface and in
streams and the Richards equation for flow in the subsurfébhe.model is considered
physics-based because parameters appearing in the exubtive a physical meaning
at a particular scale and may be measured at this scale. Howewvthe transition to

larger scales, parameters attributed to more coarselyedefinits become effective val-
ues which can not directly be measured, but must be obtayatblel calibration where

details of the unresolved variability needed for rigoropsaaling are missing. Still, the
principles of conserving mass and momentum hold and theameidlow processes are
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directly represented in a spatially distributed way.

In this investigation, a physics-based model of the Lernmmarbaas developed. The
purpose of the model was to evaluate the impact of the tramsfiton of the semi-arid
rainfed Lerma basin towards irrigation agriculture on tigdrological functioning of the
basin. An important reason for the use of a physics-basechfied in the nature of the
hydrosystem under consideration. The Lerma basin is a aadyiformerly fallow land,
whose transformation into an irrigation agriculture catemt has been closely monitored.
Another reason for the use of a physics-based model to sientila Lerma basin is re-
lated to data availability. Available data includes stredistharge, hydraulic heads and
soil samples for the whole transition process of the basaiirigation agriculture, i.e. the
hydrological years 2006-2009. Precipitation and irrigativere also gauged during this
period. Evapotranspiration can be estimated using the PA@man-Monteith equation
from climatological measurements and locally-estimateg ¢actorsk.. In this respect,
the Lerma basin represents a better equipped catchmenintbsinof the catchments in
the hydrological literature. Hence, in this investigatiaparameter hungry physics-based
model, is proposed rather than a (traditional) conceptydidiogical model (i.e. a net-
work of inter-connected storages) as used in most catchinalmblogical studies.

Despite concerns on the validity of Richards’ equation d@adjpatial resolution re-
quirements, the good model performance on the validatite skt implies that it is pos-
sible to simulate catchment systems under land-use chanlyekysics-based models
assuming Richards’ equation as an effective law leadingpoapriate system behavior
and using physically meaningful, identifiable parametés.se

Apart from the considerably good validation results, siaed distributed variables
show the ability of the model to reproduce detailed spa#iatires observed in the field.
In spite of the non-uniqueness problems reported in theatitee in the estimation of un-
saturated van-Genuchten parameters, these parameterfowed to be identifiable when
the parameter estimation problem is constrained by a ggajagled zonation approach
and a restriction to physical parameter value ranges basezkture.

In catchment scale models, parameters and state varidhles grid nodes often do
not correspond with the field-measurements (i.e.the incensurability problem Beven,
1989, 1993, 2002). Parameters cannot realistically barsatdrom every point within
the spatial domain without excavating the entire catchmAnbther reason for the dis-
crepancy of the resolution of the computational grid andrés®lution of the available
data is related to the resolution demanded by the numebainse to remain stable or
accurate enough. In this case, the resolution becomes amatical requirement for
the adequate numerical solution of the partial differdrgguations. From this perspec-
tive, the assumption of effective parameter values, a ¢mmdof distributed models, is
inherent to physics-based models.

The fairly high data requirements to describe the spatiahbdity of model param-
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eters and boundary conditions in physics-based models epagsent a limitation in un-
gauged catchments. In complex hydrosystem, as the onenpedsa this investigation,
the computational demand may be fairly high, as the largelimearities when solving

the subsurface variably-saturated flow equations duriggrbnths, and the small time-
steps enforced during the high-intensity rainfall evengs/rslow down the simulations.
However, the accelerated development of high-perfomaocgating will certainly help

to overcome such limitations.

How can spatially and temporal resolved variables obtainedrom a
physics-based model be used to define the impact of the tramsfation
from rainfed into irrigation agriculture at catchment scal e? What are
the benefits of using a fully-coupled physics-based model?

The water balance analysis at the Lerma basin indicatestitsiurface storage can not
be neglected over a hydrological year for the period in whighation agriculture in
the Lerma basin has intensified. Moreover, neither the drgghnor the pattern of the
change in storage observed for the four years under obgendaes simply follow the
monotonically increasing irrigation.

Traditional hydrological models estimate a functionahteinship between concur-
rent input and output time series based on statisticalenfez. However, this functional
relationship becomes unreliable, if new input series aesgmted to the model that do
not follow the statistics of those used to derive the fun@iaelationship. Conversely,
a physics-based model has a particularly estimated setfasftek parameter values de-
rived from the calibration and unlike a traditional hydrgical model, its response to a
new input series will not be unphysical, if these effectiaegmeter values remain within
physical ranges. In that respect, an important benefit osighybased models is that di-
rect measurements (or indirect estimations) can be useattovn the range of the model
parameter values.

A physics-based model was used to calculate spatially angdeally resolved vari-
ables. In order to indicate changes in the runoff generaironess and catchment func-
tioning, the evolution of the total stream length and therapinate infiltration capac-
ity provided by the distributed results of the model are stigated. The total length
of streams within the catchment represents a feature of éuglogical relevance and a
prominent feature of the hydrological system represerdtr groundwater — surface
water exchange. A particular advantage of the physicsebas®lel approach is that it
is able to compute the length of the streams naturally: thegpf a creek is where the
groundwater table reaches the land surface. A model tha doeprovide the spatial
distribution of groundwater heads would be unable to siteusaifting springs induced
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by changes on irrigation practice. Model results show thigfstion agriculture has raised
the base level of the water table of the Lerma aquifer causemgportions of the drainage
network to become perennial. The evolution of the total teraf streams within Lerma
basin show the ability of the model to reproduce detailediaif@atures, in particular the
change of the southern creek from intermittent to perenaglvell as the effect of quick
irrigation return flows on the size of the drainage network.

Runoff generation processes depend on soil moisture coaehthe distance of the
water table to the surface. Hence, a shift in runoff genenatirocesses is expected as
a result of the transition to irrigation agriculture. Thencept of approximate infiltra-
tion capacity was introduced to investigate such shift moftigeneration processes. The
evolution of the approximate infiltration capacity curveosis a raising base level due
to irrigation agriculture that is indicative of a shift ingloccurrence of Hortonian runoff
generation from frequently in 2006 to episodic in 2009. kdievhile in 2006 most of the
basin is associated to Hortonian-runoff generation, irf2@tly non-irrigated areas (47%
of the total area of the basin) are associated to this mestmaniFurthermore, the sum
of exfiltrating fluxes obtained directly from the physicssbd model considering spatial
differences demonstrate that both, the approximate @iiin capacity curve, and the
contribution of exfiltration to stream flow are consistenindicating a shift from Horto-
nian towards Dunne flow runoff generating processes treg)by the land-use change. In
that respect, the Lerma basin turned from a system of lowant®n with the underlying
aquifer into a system with a much higher groundwater-serfaater interaction.

In the absent of independent field measurements a physsestbaodel could also
be seen as a contribution in the pursuit of an improved disdgetween modelers and
experimentalists for reducing parameter uncertaintfhésense that results of a physics-
based model, like the one presented in this investigatioovigee useful guidelines to
future field experiments and long-term observations inioimbetter capture the variables
associated with the distributed hydrological responseaaitehment.

To what extent can a conservative physics-based model reptace the
nitrate fate and transport at catchment scale? How can this mdel be
used to predict local impacts of the ongoing change?

A conservative transport model is integrated into the flondelof the Lerma basin.
The flow and transport fully-integrated model is then vakdiausing the concentrations
measured at the outlet for the hydrological years 2006-2@fi8out any parameter cali-
bration and using plant-uptake related typical parametkres from similar agricultural
fields.

Despite many simplifying assumptions, the model is ableefraduce the general
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increasing concentrations trend induced by the evolutiothe fertilization treatment
during the transition of the Lerma basin into irrigationiaglture. The model is also
able to reproduce adequately the concentrations’ seagocelised by the climatological
forcing, and the variability caused by the evolution ofgation.

The model was also used to investigate mono-culture saenan two representative
cropping patterns that widely differ from each other in bwotigation and fertilization
amounts. The results show that a corn mono-culture scenantd considerably raise
nitrate concentration values, hence, negatively impgetiater quality in the Lerma basin.
Conversely, model simulations indicated that the tomataenculture scenario would be
sustainable in terms of concentrations as the values app®agmain constant after the
simulated period. In this respect, a longer simulation, uetil a dynamic steady-state
Is reached, would give support to this hypothesis. In the e@ghout any fertilization,
despite the noticeable decrease, concentration valuestdearch values below the EU
drinking water limit within a single year either. It may ir@ite that in order to reverse the
effect of fertilization on water quality at the Lerma basimach longer period would be
required.

Our case study represented a modeling challenge due targfeedamplexity induced
by the climatological conditions and the strong anthropogéfluence. However, the
validation results shows that it is possible to simulategpert at catchment systems with
a parsimonious physics-based model approach. The lack@taaescribe the nitrogen
transformation processes is a typical case at medium sizkléage) catchments. In that
respect, the conservative approach presented in thistigagen represents an important
contribution in the study of the sustainability of agricutil practices.

7.1 Concluding Remarks

The model protocol proposed worked well in the construciot validation of the physics-
based model of the Lerma basin. The good model performanteeoralidation data set

indicated that it is possible to simulate catchment systenter land-use change with
physics-based models using physically meaningful paranssts. The flow model of

the Lerma basin developed in this investigation is also tbleproduce detailed spatial
features of the transition into irrigation agriculture.

Thehillslope equivalenproved to be a very computationally efficient and useful tool
to identify catchment controlling factors in physics-bésgodels. It allows defining a set
of calibration parameters and the calibration parametacespased on a comprehensive
sensitivity study.

Our analysis of the Lerma basin indicates a significant infteeof the van-Genuchten
parameters on the aggregated hydrological catchmentmsspdience, they should be
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included in the set of calibration parameters when a strofigence of the unsaturated
Zone is expected.

The transition into irrigation agriculture at the Lermaibasduced a higher contri-
bution of Dunne flow to the stream flow and a much higher growatdwsurface water
interaction.

The validation results for the transport model showed thet possible to simulate
transport at catchment scale with a conservative physisedmodel approach.

7.2 Future Research
The following additional studies may be used in future resdea

1. One of the purposes of the physics-based model developtdsi investigation
is to ensure the long-term sustainability of the agric@tpractices in the Lerma
basin. In this respect, a study that consider more water gesnent scenarios for
longer simulation periods would be very helpful. This coh&ldone by using the
conservative model to predict nitrate concentrationd andiynamic steady state is
reached. Five hypothetic scenarios are proposed: two roltore scenarios with
(1) corn and (2)tomato; (3) and (4) combinations of corn amdéato considering
two different spatial distributions; and (5) an additioseénario without irrigation
or fertilization.

2. The model proposed can be extended to incorporate nitrsgasformation and
nitrate leaching in the root zone in order to represent meearately the complexity
of the nitrogen cycle. This could be achieved by couplingrtteelel presented in
this investigation to an existent nitrogen transformatioodel, e.g. Expert-N.

3. Additional scenarios can be considered to analyze tleetedif climate change on
irrigation agriculture. Climate changes scenarios gerdray the School of Civil
Engineering and Geosciences of the Newcastle UniversitthéoEbro basin could
be used for that purpose.

4. Combining the more sophisticated nitrogen transforomathodel and the climate
change scenarios, water management alternatives can é&igated in order to
ensure the sustainability of the irrigation agriculturetie Lerma basin. Crop-
ping pattern scenarios, economical variables and clinmide integrated in the
design of optimal agriculture practices that includes thgnoization of cropping
patterns, irrigation and fertilization scheduling.
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Appendix A

HydroGeoSphere Main Input File

- Problem description

Lerma Basin

ZAG, Tue., Mar 12, 2009 at 14:00

end title

Lerma Basin: Rainfall Cola del saso + Kc= 5.e-5 m/s + O0.5ETP
'With corrections from Young-Jin and 4 hr Irrigation
- Grid generation

read gb 2d grid

../gb/lerma_ref

13D mesh generation
generate layers interactive

zone by layer

IDefine the bottom of the domain
Base elevation

elevation constant

300.0

end

IDefine the bottom layer of the "buro"
new layer

layer name

Middle layer

uniform sublayering

5

elevation from gb file
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../gb/lerma_ref .nprop.hard

end

'Define a dummy layer to ensure 0.1 m vertical resolution for the
Ifirst meter

new layer

layer name

Middle layer

uniform sublayering

10

elevation from gb file

../gb/lerma_ref .nprop.elevation -1.0 m

end

IDefine the surface layer

new layer

layer name

Top layer

uniform sublayering

5

elevation from gb file
../gb/lerma_ref .nprop.elevation

end

end ! generate layers interactive

end grid generation

IGenerate a file containing the geometry of the grid for verification
mesh to tecplot

lerma_grid.dat
ittt General simulation parameters
'Define units used in the simulation

units: kilogram-metre-second

transient flowrill storage height
0.002000

IDefine the surface-subsurface coupling approach
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dual nodes for surface flow

IDefine extra simulation parameters
remove negative coefficients
finite difference mode

no nodal flow check

| Porous media properties
IDefine the subsurface zonation
use zone type

porous media

ldefine de zones based on chosen nodes
clear chosen elements

choose elements gb
../gb/lerma_ref.echos.wzonel

6,21

new zone

1

clear chosen elements

choose elements gb
../gb/lerma_ref.echos.wzone2
6,21

new zone

2

clear chosen elements

choose elements gb
../gb/lerma_ref.echos.wzone3
6,21

new zone

3

clear chosen elements

choose elements gb
../gb/lerma_ref.echos.wzone4
6,21

new zone



135

clear chosen elements

choose elements gb
../gb/lerma_ref.echos.wzoneb
6,21

new zone

5

clear chosen elements

choose elements gb
../gb/lerma_ref.echos.wzone6
6,21

new zone

6

clear chosen elements

choose elements gb
../gb/lerma_ref.echos.wzone7
6,21

new zone

7

clear chosen elements

choose elements gb
../gb/lerma_ref.echos.wzone8
6,21

new zone

8

clear chosen elements
choose elements by layer
1,3

new zone

9

!Give properties to the previously defined zones
properties file

lerma_multi_estimated.mprops
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clear chosen zones
choose zone number
1

choose zone number
2

choose zone number
3

choose zone number
5

choose zone number
7

read properties

clay loam

clear chosen zones
choose zone number
8

read properties

sandy clay loam

clear chosen zones
choose zone number
4

choose zone number
6

read properties

clay

clear chosen zones
choose zone number
9

read properties

duro

- Overland flow properties
'Define surface properties for all of the surface elements
use zone type

surface
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properties file

lerma_sec.oprops

ICreate zones and give surface properties, i.e. roughness coefficient,
lobstruction and rill heights, for the 55 irrigated plots
include plot_distribution_2006.txt

IGive properties to the pinetrees
clear chosen faces

choose faces top gb
../gb/lerma_ref.echos.pinetrees
new zone

56

clear chosen zones
choose zone number
56

X friction

0.04

Y friction

0.04

obstruction storage height
0.002

rill storage height
0.002

IGive properties to the streams

I Main streams

clear chosen faces

choose faces top gb
../gb/lerma_ref.echos.mainstreams
new zone

57

clear chosen zones
choose zone number
57

X friction
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0.025

Y friction

0.025

obstruction storage height
0.0005

rill storage height

0.0005

I Main streams

clear chosen faces

choose faces top gb
../gb/lerma_ref.echos.secstreams
new zone

58

clear chosen zones
choose zone number
58

X friction

0.03

Y friction

0.03

obstruction storage height
0.0005

rill storage height
0.0005

I Give the coupling length for the whole surface domain

clear chosen zones
choose zones all
coupling length
0.01

| Overland flow

linitial Conditions
use zone type

porous media
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choose nodes all
initial head from output file
I Result from 20 years of simulation

../initial condition/lerma_dynwb.head.072

use zone type

surface

ldefault initial depth for overland
clear chosen nodes

choose nodes top

initial water depth

1.0d-4

L Boundary conditions

IClimatological Forcing

IRainfall - Evapotranspiration

include Input2006.txt 'hourly data

IIrrigation

include Irrigation2006.txt !daily data

ICritical depth

critical depth boundary all around

INo flow is the default subsurface boundary condition in HydroGeoSphere

e Numerical Parameters
Newton maximum iterations

12

Jacobian epsilon

1.0d-6

Newton absolute convergence criteria

1.0d-2

Newton residual convergence criteria

1.0d-2
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l—— Timestep controls

newton iteration control

10

water depth control
0.25

saturation control
0.05

maximum timestep

86400.

initial timestep

0.01

maximum timestep multiplier
2.0

minimum timestep multiplier
0.5

compute underrelaxation factor

Newton maximum update for head

1.0

Newton maximum update for depth
0.05

minimum relaxation factor allowed
0.1

flow solver maximum iterations
1000

flow solver convergence criteria
1.0e-8

'Adding file containing the dumping time (when the 3-D variables are
lprinted)

include outtimes_lyear.txt

IDefining the basin outlet



141

clear chosen nodes
choose nodes top gb

../gb/lerma_ref .nchos.outlet_corrected

set hydrograph nodes
Outlet

IDefining the piezometers
make observation point
welll

654746.21 4658636.27 342.00
make observation point
well2

655020.53 4658886.67 346.00
make observation point
well3

655514.66 4658738.65 347.00
make observation point
welld

656673.88 4658352.06 374.00
make observation point
wellb

656198.23 4658222.68 366.00
make observation point
well6

656877.02 4656693.52 395.00
make observation point
well7

655152.77 4657989.73 347.00
make observation point
well8

655747.13 4657616.19 358.00
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Computational Grid
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Figure B.1: Computational Grid of the Lerma basin including refinements
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