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Abstract

Processing in most artificial vision systems and in the human vision system starts with early vision which

involves the extraction of local visual modalities (like optical flow, disparity and contrast transition etc.)

and local image structures (edge-like, junction-like and texture-like structures). Since information in

early vision is processed only locally, it is inherently ambiguous. For example, estimation of optical flow

faces the aperture problem, and thus, only the flow along the intensity gradient is computable for edge-

like structures. Moreover, the extracted flow information at weakly-textured image areas are unreliable.

Analogously, stereopsis needs to deal with the correspondence problem: as correspondences at weakly

textured image areas cannot be found, the disparity information at such places is not accurate. One

way to deal with the missing and ambiguous information is to make use of the redundancy of visual

information by exploiting the statistical regularities of natural scenes. Such regularities are carried in the

visual system using feedback mechanisms between different layers, or by lateral connections within a

layer.

This thesis is interested in the ambiguities and the biased and missing information in the processing of

optic flow, stereo and junctions using statistical means. It uses statistical properties of images to analyze

the extent of the ambiguous processing in optical flow estimation and whether the missing information

in stereo can be recovered using interpolation of depth information at edge-like structures. Moreover, it

proposes a feedback mechanism for dealing with the bias in junction detection, and another model for

recovering the missing depth information in stereo computation using only the depth information at the

edges.

3



Acknowledgements

First of all, I would like to thank my unofficial supervisor Prof. Norbert Krüger from Denmark for his
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4



Esin Saka whose support cannot be thanked with words.
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Chapter 1
Introduction

Vision is the process of understanding scenes from their 2D projections, which are in the form of a set

of images. The intensity values in an image are formed by one or more of the following factors: (1) the

geometry, and (2) the illumination of the environment, (3) the reflectances of the surfaces, and (4) the

viewpoint. By definition, this makes vision an ill-posed1 inverse problem [Bertero et al., 1987].

Processing in most artificial vision systems and in the human vision system starts with the extrac-

tion of local visual modalities (like optical flow, disparity and contrast transition etc.) and local image

structures (edge-like, junction-like and texture-like structures). This stage is called early vision in, e.g.,

[Papathomas et al., 1995]. Since information in early vision is processed only localy, it is inherently am-

bigious. For example, estimation of optical flow faces the aperture problem, and thus, only the flow along

the intensity gradient is computable for edge-like structures. Moreover, the extracted flow information

at weakly-textured image areas are unreliable. Analogously, stereopsis needs to deal with the corre-

spondence problem: as correspondences at weakly textured image areas cannot be found, the disparity

information at such places is not accurate. Nonetheless, the human visual system can extract meaningful

3D interpretations from early vision in spite of the ambiguities and the missing information. Accordingly,

an artificial vision system is expected to operate and create 3D world models from such information, too.

The ambiguous and the biased information from early vision is processed and integrated by global

mechanisms at a stage of early cognitive vision (as defined in [Wörgötter et al., 2004]) in order to create

1According to [Hadamard, 1923], a problem is well-posed if (1) a solution exists, (2) the solution is unique, and (3) it depends
continuously on the data. A problem is ill-posed if it is not well-posed.
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CHAPTER 1. INTRODUCTION 11

more accurate and meaningful visual entities. At this stage, the visual information is disambiguated by

recurrent loops and attention, and by feedback from higher visual processing layers. Among others,

such feedback mechanisms are realized for edge-like structures in [Pugeault et al., 2006]. To realize such

feedback mechanisms, it is argued in [Krüger et al., 2004b] that a transformation of the local signal to a

more condensed representation in terms of a semantic descriptor of a reduced dimensionality is required;

i.e., feedback mechanisms should make use of sparse symbolic descriptors rather than the signal-level

information.

Homogeneous image areas are signals of uniform intensity. Such image areas are neglected in early

vision since retinal ganglion cells are excitable only by contrast differences. Early cognitive vision is be-

lieved to infer visual information (including first estimates of depth information) at homogeneous image

areas from the available visual information in early vision using interpolation mechanisms2. There are al-

ready psychophysical experiments [Anderson et al., 2002, Collett, 1985, Julesz, 1971, Treue et al., 1995]

and computational theories [Barrow and Tenenbaum, 1981, Grimson, 1982, Terzopoulos, 1988] which

suggest that the human visual system performs interpolation in depth and completes the missing depth

information at weakly-structured image areas.

Feedback mechanisms in a vision system make use of the regularities in the input images. In fact,

it is believed that the human visual system is adapted to the statistics of the retinal projections of the

environment, in order to make use of the regularities or the redundancy of information in the environ-

ment [Brunswik and Kamiya, 1953]. With the availability of computational and technological means,

it has been possible to prove such claims [Krueger, 1998, Geisler et al., 2001], and the results of such

investigations have proven to be useful in several computational vision problems [Elder et al., 2003,

Pugeault et al., 2004, Zhu, 1999] (see [Simoncelli, 2003] for a review).

As a summary, biological vision systems can cope with the ambiguities and the missing information

mentioned above by (1) exploiting the redundancy of information in the natural images, (2) using feed-

back information from higher visual levels and (3) using lateral feedback information between different

visual modalities (such as optical flow, colour, contrast etc.), for example, in the form of an interpolation

process.

This thesis is concerned with the analysis of ambiguities in the visual modalities such as optical

2The term interpolation is not meant in mathematical terms (i.e., regression) in this thesis, and filling-in missing information is
usually called interpolation in the literature (see, e.g., [Grimson, 1982])
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flow and disparity, and with the computational modeling of feedback mechanisms for two problems:

(1) reliable and complete extraction of junctions in images (chapter 4), and (2) estimation of depth at

weakly-structured image areas (chapter 7) where correspondence-based depth cues provide unreliable

information or no information at all (see [Bayerl and Neumann, 2007] for a computational model of

feedback mechanisms in optical flow estimation). Statistical investigations from natural images and

chromatic range data are provided that support the models developed in this work and the previous works

from other researchers and quantify some widely made assumptions by the vision community (chapters

3, 5 and 6).

This thesis contributes to an existing early cognitive vision framework in two aspects: (1) Junctions

with condensed symbolic descriptors. (2) Homogeneous image patches with predicted depth informa-

tion. This early cognitive vision framework is mainly developed in the European ECOVISION project

[ECOVISION, 2003], which so far makes use of only edge-like structures [Pugeault et al., 2006]. By

having depth information available in this framework, homogeneous image patches can be combined to

create object surfaces which then can be used for several tasks such as grasping objects using a robot arm

(European PACO-PLUS project [PACO-PLUS, 2007]), or driving a car on the road (European DRIVSCO

project [Drivsco, 2007]).

In the following sections, the thesis is put into several contexts, describing the contributions of the

thesis in every context.

1.1 Marr’s Theory of Vision

Vision research has been influenced most by David Marr’s paradigm [Marr, 1982]. This is because the

paradigm (1) layed down the computational vision as an information processing task, (2) addressed

the main problems that had to be solved in order to achieve this processing task, and (3) proposed a

computational framework as a solution to it.

One of the first contributions of Marr was to combine the findings and the theories of his time

from neurophysiology, psychology and artificial intelligence into a coherent and complete vision the-

ory. He clearly defined vision as an information-processing task, and in combination with the existing

psychophysical experiments, he could arrive at a distinction between (1) the computational theory, (2)

the representation and algorithmic implementation of a theory, and (3) the hardware implementation (for
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example, in a computer or in a biological neural mechanism). In the context of vision, he proposed what

these three levels are, binding together the evidences and the computer vision theories at that time.

Marr proposed the following representational framework for deriving the 3D shape information:

1. Image. The input to the system, which is a 2D projection of the scene.

2. Primal sketch. The sketch of the image is extracted in terms of edges, corners and other local

structures as well as perceptual groups.

3. 2 1
2 -D sketch. This level is viewer-based and concerned with extracting the relative or absolute 3D

distances and orientations of objects.

4. 3-D mode representation. This is the goal of a complete visual system. It includes models of

objects, in an object-centered coordinate system, as well as how these objects are organized in

space.

Marr reduced the vision process into a set of subproblems that are called visual modules. The visual

modules include stereo, shape-from-X methods, extraction of several visual modalities like optical flow,

contrast transition etc. However, in the last decade, (1) the evidences from neurophysiology that biolog-

ical visual systems are equiped with feedback mechanisms which constitute an important proportion of

the visual cortex, and (2) the ambiguities and missing information in early vision led scientists to realize

that visual modules cannot be solved unambiguously without feedback from other visual modules or from

higher levels of visual processing, and several attempts have been initiated for combining the different

visual modules (see, e.g., [Aloimonos and Shulman, 1989]).

In this context, this thesis contributes two feedback mechanisms for two different tasks. First, a sim-

ple feedback mechanism is proposed for the detection and extraction of junctions using their semantic

interpretation (chapter 4). The semantic interpretation of junctions is used to detect and remove outliers

and produce very reliable detections in spite of high sensitivity to contrast. Second, 3D features, which

are extracted from a feature-based stereo algorithm, are used in a depth prediction model to laterally feed-

back and interpolate depth in homogeneous image areas where correspondence-based methods usually

fail to compute depth (chapter 7).
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1.2 Early Vision and Early Cognitive Vision

According to Marr’s paradigm (see section 1.1 and [Marr, 1982]), vision involves extraction of meaning-

ful representations from input images, starting at the pixel level and building up its interpretation more

or less in the following order: local filters, extraction of relevant features, the 2 1
2 -D sketch and the 3-D

sketch. One possible distinction of image structures are as described below:

• Homogeneous structures: Homogeneous patches are signals of uniform intensities. It is assumed

that they correspond to continuous surfaces (which is quantified in chapter 5), and they are not

much made use of in early vision because retinal ganglion cells are not excitable by homogeneous

intensities [Bruce et al., 2003].

• Edge–like structures: Edges are low-level structures which constitute the boundaries between ho-

mogeneous or texture-like image areas (see, e.g., [Koenderink and Dorn, 1982, Marr, 1982] for

their importance in vision). Detection of edge-like structures in the human visual system starts with

orientation sensitive cells in V1 [Hubel and Wiesel, 1969], and biological and machine vision sys-

tems depend on their reliable extraction and utilization [Marr, 1982, Koenderink and Dorn, 1982].

• Junction–like structures: Junctions are image patches where two or more edge-like structures with

significantly different orientations intersect (see, e.g., [Guzman, 1968, Rubin, 2001, Shevelev et al., 2003]

for their importance in vision). It has been suggested that the human visual system makes use of

them for different tasks like recovery of surface occlusion [Guzman, 1968, Rubin, 2001] and shape

interpretation [Malik, 1987, Shevelev et al., 2003]. It is known that junctions are detected in the

primary visual cortex (see, e.g., [Shevelev et al., 1998]).

• Texture–like structures: Although there is not a generally-agreed definition, textures are often

defined as image patches which consist of repetitive, random or directional structures (for their

analysis, extraction and importance in vision, see e.g., [Tuceryan and Jain, 1998]). Our world

consists of textures on many surfaces, and the fact that we can reliably reconstruct the 3D structure

from any textured environment indicates that the human visual system makes use of and is very

good at the analysis and the utilization of textures.
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Note that semantic description of these image structures requires different descriptors. For example,

for a homogeneous image patch, image orientation is not defined, and a colour value (and possibly size)

is sufficient to represent it. However, for describing an edge-like structure, image orientation, contrast

transition and three colour values are required [Krüger et al., 2007].

Early vision involves acquisition of a set of visual modalities as well as extraction of the local image

structures (except for homogeneous image structures). These visual modalities include disparity, opti-

cal flow, texture information, occlusions etc. and, together with the local image structures, carry the

information necessary to interpret a scene.

Owing to only local processing, early vision usually carries ambigious, biased or false information.

For example, the visual modalities face the correspondence problem; i.e., looking for the corresponding

image features between the different views of a scene. Due to the correspondence problem, only the optic

flow along the intensity gradient of an edge can be found; or, in the case of stereopsis, no disparity can

be computed at weakly-structured image areas (see, [Baker et al., 2001]).

The ambiguous and biased information from early vision is processed and integrated by global mech-

anisms at the stage of early cognitive vision (as defined in [Wörgötter et al., 2004]) in order to create

more accurate, meaningful and complete visual entities. At this stage, the visual information is disam-

biguated by recurrent loops, attention and feedback from higher visual processing layers. Moreover, it

is our belief that homogeneous image patches that are neglected in early vision are added back to visual

processing at this stage.

Physiological evidences [Angelucci et al., 2002, Galuske et al., 2002] as well as computational mod-

els [Bayerl and Neumann, 2007, Bullier, 2001] already exist that study and support the usage of feedback

mechanisms in the processing of different kinds of visual information.

The contributions of this thesis in the context of early vision and early cognitive vision are:

1. As mentioned already in section 1.1, using a simple feedback mechanism to improve junction

detection through semantic interpretation (chapter 4). The extracted interpretation of detected

junctions is used to remove outliers and select reliable detections.

2. Analysis of the extent of the ambiguity of visual information in the context of optical flow using

natural image statistics (chapter 3).

3. Analysis of the relation between local image structures and local 3D structures. Such an analysis
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is important for understanding possible mechanisms underlying interpolation processes (chapters

5 and 6).

4. As mentioned already in section 1.1, proposal of a depth prediction model that uses lateral feedback

between 3D features, extracted from a feature-based stereo, to interpolate depth at homogeneous

image areas (chapter 7). With this contribution, this thesis is a part of an early cognitive vision

framework that so far includes edge features only [Krüger et al., 2003, Pugeault et al., 2006].

1.3 3D Reconstruction, the Correspondence Problem and Depth

Interpolation

Depth cues can be classified as pictorial, or monocular (such as shading, utilization of texture gradients or

linear perspective) and multi-view (like stereo and structure from motion) [Faugeras, 1993]. Depth cues

which make use of multiple views require correspondences between the different 2D views of a scene.

In contrast, pictorial cues use statistical and geometrical relations in one image to make statements about

the underlying 3D structure.

Finding the correspondences between the different views of a scene means matching image points in

one view to image points in other views that might have originated from the same 3D point. Junctions

are the most distinctive local image features, which makes them suitable for finding correspondences. So

are edge-like structures, unless they are parallel with the epipolar line, in which case correspondences

cannot be found. As for homogeneous image areas, the correspondence problem is not solvable or very

difficult to solve by direct methods as there is no structure (see, e.g., [Baker et al., 2001] for a systematic

evaluation). However, many surfaces have only weak texture or no texture at all. Nevertheless, humans

are able to reconstruct 3D information for these surfaces, too. Existing psychophysical experiments (see,

e.g., [Anderson et al., 2002, Collett, 1985, Julesz, 1971, Treue et al., 1995]) and computational theories

(see, e.g., [Barrow and Tenenbaum, 1981, Grimson, 1982, Terzopoulos, 1988]) suggest that in the human

visual system, an interpolation process is realized that, starting with the local analysis of edges, corners

and textures, computes depth also in areas where correspondences cannot easily be found.

Processing of depth in the human visual system starts with the processing of local image structures

(such as edge-like structures, corner-like structures and textures) in V1 [Gallant et al., 1994, Hubel and Wiesel, 1969,
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Lee et al., 1998, Shevelev et al., 1998]. These features are utilized in stereo vision, depth from motion,

depth from texture gradients and other depth cues, which are localized in different parts of the brain,

starting from V1 and involving V2, V3, V4 and MT (see, e.g., [Sereno et al., 2002]).

There exists supporting evidence that depth cues which are not directly based on correspondences

evolve rather late in the development of the human visual system. For example, pictorial depth cues

are made use of only after approximately 6 months [Kellman and Arterberry, 1998]. This indicates that

experience may play an important role in the development of these cues, i.e., that we have to understand

depth perception as a statistical learning problem [Knill and Richards, 1996, Purves and Lotto, 2002,

Rao et al., 2002]. A step towards such an understanding is the investigation and use of the statistical

relations between the local image structures and the underlying 3D structure for each of these depth cues

[Knill and Richards, 1996, Purves and Lotto, 2002, Rao et al., 2002].

This thesis distinguishes depth prediction from surface interpolation because surface interpolation

assumes that there is already a dense depth map of the scene available in order to be able to estimate

the 3D surface-orientation at points which is then used to complete the missing depth information (see,

e.g., [Grimson, 1982, Grimson, 1984, Guy and Medioni, 1994, Lee and Medioni, 1998, Lee et al., 2002,

Terzopoulos, 1982, Terzopoulos, 1988]) whereas the understanding of depth prediction in this thesis

makes use of only 3D line-orientations at edge-segments which are computed using a feature-based

stereo algorithm proposed in [Pugeault and Krüger, 2003].

This thesis, in the context of 3D reconstruction, makes the following contributions:

1. Analysis of the relation between local image structures and local 3D structure which is important

for understanding the possible underlying mechanisms of depth interpolation processes (chapters

5 and 6).

2. As already mentioned in sections 1.1 and 1.2, proposal of a depth prediction model that uses

lateral feedback between 3D features (extracted from a feature-based stereo) to interpolate depth

at homogeneous image areas (chapter 7).
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1.4 Vision and Natural Image Statistics

The amount of images that can be observed in nature is a very small subset of the images that can be

constructed using arbitrary combinations of intensity values [Field, 1994]. This suggests that the natural

images bear intrinsic regularities which are believed to be exploited by our visual system for perceiv-

ing the environment (see, e.g., [Krüger and Wörgötter, 2004]), especially for the purpose of resolving

ambiguities inherent in local processing of various visual modalities such as optic flow and disparity.

For example, it is widely acknowledged that Gestalt principles for perceptual organization are the

results of our visual system’s adaptation to the statistical regularities in natural scenes. This hypothesis

was first pointed out in [Brunswik and Kamiya, 1953], but could not be tested or justified until 90s due

to insufficient computational means. In [Field et al., 1993], computer-generated randomly-oriented data

was used to develop a theory of contour grouping in the human visual system, called the association field.

In 1998, [Krueger, 1998] used natural images instead of computer generated data to prove the relation

between grouping mechanisms and the natural image statistics. Such investigations were extended in

[Elder and Goldberg, 2002, Geisler et al., 2001, Krüger and Wörgötter, 2002], and the results were uti-

lized in several computer vision tasks, including contour grouping, object recognition and stereo (see,

e.g., [Elder et al., 2003, Pugeault et al., 2004, Zhu, 1999]).

Statistical regularities of natural images also helped researches to understand the principles of sensory

coding in the early stages of visual processing. It was shown that Independent Component Analysis

and Principle Component Analysis of image patches from natural images produce Gabor-wavelet like

patterns which are believed to be what the simple cells in V1 of the human visual system are doing (see,

e.g., [Jones and Palmer, 1987]).

Availability of relatively cheaper range scanners made it possible to analyze the statistical proper-

ties of 3D world together with its 2D image projections. Such analyses are important (1) for quan-

tifying and understanding the assumptions that the vision researchers have been making and (2) for

understanding the intrinsic properties of the 3D world. In [Yang and Purves, 2003, Huang et al., 2000,

Potetz and Lee, 2003], the correlation between the properties of 3D surfaces (like roughness, 3D ori-

entation, distance, size, curvature etc.) and the intensity of the images are analyzed. Such studies
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mainly justify assumptions made by shape from shading studies and confirm that natural scene ge-

ometry is quite regular and less complex than luminance images. In [Kalkan et al., 2006], a higher-

order representation of the 2D local image patches and the 3D local patches were considered, and

the probability of observing a certain kind of 3D structure given its 2D projection is provided (see

chapter 5 for details). Moreover, range image statistics allow explanation of several visual illusions

[Howe and Purves, 2002, Howe and Purves, 2004].

[Krüger and Wörgötter, 2004] provides a summary of the evidences from developmental psychology

which suggest that depth extraction based on statistical regularities used in perceptual organization de-

velops at a later stage than depth extraction based on stereopsis and motion. In particular, it is discussed

that perceptual organization based on edge structures are in place after approximately 6 months of visual

experience but not before [Kellman and Arterberry, 1998, Spelke, 1993] as also mentioned in the previ-

ous section. This suggests that the detection of statistical regularities in visual scenes plays an important

role in the establishment of such abilities.

This thesis provides natural image statistics (some of which have already been mentioned in sections

1.2 and 1.3) regarding several visual processing phenomena. Chapter 3 investigates the extent of the

aperture problem based on local image structures, and the quality of several optical flow algorithms, using

ground truth optical flow. In chapter 5, the relation between local image structures and the underlying

local 3D structure is analyzed. Chapter 6 tries to answer whether the depth at homogeneous image areas

can be predicted from the depth of edge-like structures. The results provided in chapter 6 are important

for understanding the possible mechanisms underlying depth interpolation processes and motivate the

depth prediction model provided in chapter 7.

1.5 Outline and Contributions

In this section, the contributions of the thesis are summarized, and the relevant publications of the author

are listed.

• Chapter 2 provides background information about the continuous definition of intrinsic dimen-

sionality that is used throughout the whole thesis for distinguishing between different local image

structures. Moreover, this chapter introduces the visual features, called primitives, that represent

different local image structures.
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Relevant publication from the author: [Felsberg et al., 2007b].

• Chapter 3 analyzes the quality of different optical flow algorithms based on different image struc-

tures. This analysis provides insight into the extent of the aperture problem for different image

structures. This chapter proposes intrinsic dimensionality as a new tool for better analysis of the

inherent properties of optic flow algorithms depending on the local image structures.

Relevant publications from the author: [Kalkan et al., 2004a, Kalkan et al., 2004b, Kalkan et al., 2005].

• Chapter 4 discusses the problems of junction detection methods, in relation to their sensitivity

to contrast, and proposes a local feedback mechanism for improving the quality of any junction

detection method. The feedback comes from the condensed description, i.e., semantic interpreta-

tion of the junctions, which is used to differentiate true positives from false positives. The chapter

presents results on real examples showing the usefulness of such a feedback mechanism for differ-

ent junction detection methods.

Relevant publication from the author: [Kalkan et al., 2007f, Pilz et al., 2007]

• Chapter 5 uses chromatic range data to investigate the likelihood of observing a certain local 3D

structure, given its 2D projection. The results justify a widely used assumption called ’no news is

good news’. This assumption basically states that two image points which do not have any contrast

difference in-between can be assumed to be on the same surface. This chapter challenges this

assumption by showing that most contrast differences also form continuous surfaces.

Relevant publications from the author: [Kalkan et al., 2006, Kalkan et al., 2007c]

• Chapter 6 investigates whether depth at homogeneous image areas can be predicted from the

depth of edge-like structures. It shows that an edge segment in the neighborhood of a homoge-

neous image patch can predict the depth at the homogeneous image patch. The strength of this

prediction is shown to decrease with distance and to increase with the existence of a second copla-

nar edge-segment. This investigation is important for understanding possible mechanisms that

might underlie depth interpolation mechanisms.

Relevant publications from the author: [Kalkan et al., 2007d, Kalkan et al., 2007c]

• Chapter 7, motivated from the statistics provided in chapter 6, develops a voting model that pre-

dicts depth at homogeneous image areas from the depth of edge-like structures. The model is able
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to make prediction in spite of strong outliers in the disparity map. The results are shown to be

comparable to several dense stereo algorithms. Moreover, the effect of texture on the performance

of the depth prediction model and the dense stereo algorithms is investigated.

Relevant publications from the author: [Kalkan et al., 2007b, Kalkan et al., 2007a, Kjargaard et al., 2007,

Kraft et al., 2007, Başeski et al., 2007, Kalkan et al., 2008]

The list of accepted publications:

Citation Year Journal/Conference Title Publication Type

[Kalkan et al., 2004a] 2004 Brain Inspired Cognitive Systems Conference

[Kalkan et al., 2004b] 2004 Dynamic Perception Workshop Workshop

[Kalkan et al., 2005] 2005 Network: Computation in Neural Systems Journal

[Kalkan et al., 2006] 2006 IEEE Computer Vision and Pattern Recognition Conference

[Kalkan et al., 2007d] 2007 Computer Vision Theory and Applications Conference

[Kalkan et al., 2007f] 2007 Computer Vision Theory and Applications Conference

[Kalkan et al., 2007b] 2007 Maersk Institute, Uni. of Southern Denmark Technical Report

[Kalkan et al., 2007a] 2007 Maersk Institute, Uni. of Southern Denmark Technical Report

[Kjargaard et al., 2007] 2007 Maersk Institute, Uni. of Southern Denmark Technical Report

[Kalkan et al., 2007c] 2007 Network: Computation in Neural Systems Journal

[Başeski et al., 2007] 2007 3D Representation for Recognition Workshop

[Pilz et al., 2007] 2007 Int. Symposium on Visual Computing Conference

[Kraft et al., 2007] 2007 International Journal of Humanoid Robotics Journal

[Kalkan et al., 2008] 2008 Computer Vision Theory and Applications Conference

The list of submitted/being-written publications:

Citation Year Journal/Conference Title Publication Type

[Felsberg et al., 2007b] 2007 Image and Vision Computing Journal



Chapter 2
Background

This chapter presents two crucial tools that are used throughout the thesis. Section 2.1 describes the

concept of intrinsic dimensionality, which is used in this thesis for distinguishing between different kinds

of local image structures, and section 2.2 briefly introduces the local homogeneous and edge-like features.

2.1 A Continuous Definition of Intrinsic Dimensionality

In image processing, intrinsic dimensionality (iD) was introduced by [Zetzsche and Barth, 1990] and was

used to formalize a discrete distinction between homogeneous, edge-like and junction-like structures.

This corresponds to a classical interpretation of local image structures in computer vision.

Homogeneous, edge-like and junction-like structures are respectively classified by iD as intrinsically

zero dimensional (i0D), intrinsically one dimensional (i1D) and intrinsically two dimensional (i2D).

The spectral representation of a local image patch (see figure 2.1(a,b)) reveals that the energy of an

i0D signal is concentrated in the origin (figure 2.1(b)-top), the energy of an i1D signal is concentrated

along a line (figure 2.1(b)-middle) while the energy of an i2D signal varies in more than one dimension

(figure 2.1(b)-bottom).

It has been shown [Felsberg and Krüger, 2003, Krüger and Felsberg, 2003, Felsberg et al., 2007b]

that the structure of the iD can be understood as a triangle that is spanned by two measures: origin

variance and line variance. Origin variance describes the deviation of the energy from a concentration at

the origin while line variance describes the deviation from a line structure (see figure 2.1(b) and 2.1(c));

22
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in other words, origin variance measures non-homogeneity of the signal whereas the line variance mea-

sures the junctionness. The corners of the triangle then correspond to the ’ideal’ cases of iD. The surface

of the triangle corresponds to signals that carry aspects of the three ’ideal’ cases, and the distance from

the corners of the triangle indicates the similarity (or dissimilarity) to ideal i0D, i1D and i2D signals.

The triangular structure of the intrinsic dimension is counter-intuitive, in the first place, since it re-

alizes a two-dimensional topology in contrast to a linear one-dimensional structure that is expressed in

the discrete counting 0, 1 and 2. As shown in [Krüger and Felsberg, 2003, Felsberg and Krüger, 2003,

Felsberg et al., 2007b], this triangular interpretation allows for a continuous formulation of iD in terms

of 3 confidences assigned to each discrete case. This is achieved by first computing two measurements

of origin and line variance which define a point in the triangle (see figure 2.1(c)). The bary-centric co-

ordinates (see, e.g., [Coxeter, 1969]) of this point in the triangle directly lead to a definition of three

confidences that add up to one:

ci0D = 1 − x,

ci1D = x − y, (2.1)

ci2D = y.

These three confidences reflect the volume of the areas of the three sub-triangles which are defined by

the point in the triangle and the corners of the triangle (see figure 2.1(c)). For example, for an arbitrary

point P in the triangle, the area of the sub-triangle i0D-P-i1D denotes the confidence for i2D as shown in

figure 2.1(c). That leads to the decision areas for i0D, i1D and i2D as seen in figure 2.1(d). See appendix

A and [Felsberg et al., 2007a] for more details.

For the example image in figure 2.1, computed iD is given in figure 2.2.

Figure 2.3 shows how a set of example local image structures map on to the iDtriangle. The figure

shows that different visual structures map to different areas in the triangle. A detailed analysis of how

2D structures are distributed over the intrinsic dimensionality triangle and how some visual informa-

tion depends on this distribution can be found in chapters 3 and 5 and references [Kalkan et al., 2005,

Kalkan et al., 2006].

This thesis proposes intrinsic dimensionality as a new tool for analyzing the inherent properties of

different image structures using the intrinsic dimensionality triangle. In chapter 3, this is performed for
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the analysis of the distribution of local image structures and the quality of different optic flow algorithms.

Chapter 5 uses the iD triangle for the analysis of the relation between local 2D and 3D structures.

2.2 Multi-modal Visual Features – Primitives

This thesis extensively utilizes primitives which are local, multi-modal visual feature descriptors that

were introduced in [Krüger et al., 2004b]. They are semantically and geometrically meaningful descrip-

tions of local image patches, motivated by the hyper-columnar structures in V1 ([Hubel and Wiesel, 1969]).

Primitives can be edge-like and homogeneous and either 2D or 3D. For edge-like primitives, the

corresponding 3D primitive is extracted using stereo. As for homogeneous primitives, the 3D primitive

is estimated from the 3D edge-like primitives, which is the topic of chapter 7.

An edge-like 2D primitive is defined as:

πe = (x, θ, ω, (cl, cm, cr), f ), (2.2)

where x is the image position of the primitive; θ is the 2D orientation; ω represents the contrast transition;

(cl, cm, cr) is the representation of the color, corresponding to the left (cl), the middle (cm) and the right

side (cr) of the primitive; and, f is the optical flow extracted using Nagel-Enkelmann optic flow algorithm

[Nagel and Enkelmann, 1986].

As the underlying structure of a homogeneous image patch is different from that of an edge-like

patch, a different representation is needed for homogeneous 2D primitives (called monos in this thesis):

πm = (x, c), (2.3)

where x is the image position, and c is the color of the mono1.

See [Krüger et al., 2007] for more information about these modalities and their extraction. Figure 2.4

shows extracted primitives for an example scene.

πe is a 2D feature which can be used to find correspondences in a stereo framework to create 3D

primitives (as introduced in [Krüger and Felsberg, 2004, Pugeault et al., 2006]) which have the following

1For analyzing shape from shading, representation of local intensity variance can be included in a further study.
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formulation:

Πe = (X,Θ,Ω, (cl, cm, cr)), (2.4)

where X is the 3D position; Θ is the 3D orientation; Ω is the phase (i.e., contrast transition); and,

(cl, cm, cr) is the representation of the color, corresponding to the left (cl), the middle (cm) and the right

side (cr) of the 3D primitive.

In chapter 7, we estimate the 3D representation Πm of monos which stereo fails to compute due to

the correspondence problem:

Πm = (X,n, c), (2.5)

where X and c are as in equation 2.3, and n is the orientation (i.e., normal) of the plane that locally

represents the mono.

2.3 Acknowledgements
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Figure 2.1: Illustration of iD (Sub-figures (a,b) are taken from [Felsberg and Krüger, 2003]). (a) Three
image patches for three different intrinsic dimensions. (b) The 2D spatial frequency spectra of the local
patches in (a), from top to bottom: i0D, i1D, i2D. (c) The topology of iD. Origin variance is variance
from a point, i.e., the origin. Line variance is variance from a line, measuring the junctionness of the
signal. ciND for N = 0, 1, 2 stands for confidence for being i0D, i1D and i2D, respectively. Confidences
for an arbitrary point P is shown in the figure which reflect the areas of the sub-triangles defined by P and
the corners of the triangle. (d) The decision areas for local image structures.
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Figure 2.2: Computed iD for the image in figure 2.1, black means zero and white means one. From left
to right: ci0D, ci1D, ci2D and highest confidence marked in gray, white and black for i0D, i1D and i2D,
respectively.

Figure 2.3: How a set of 54 patches map to the different areas of the intrinsic dimensionality triangle.
Some examples from these patches are also shown. The horizontal and vertical axes of the triangle denote
the contrast and the orientation variances of the image patches, respectively.
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Figure 2.4: Extracted primitives (b) for the example image in (a). Magnified edge primitives and edge
primitives together with monos are shown in (c) and (d) respectively.



Chapter 3
Local Image Structures and Optic Flow

Estimation

As mentioned in 1.2, optic flow information in early vision is ambiguous. This ambiguity in optic flow

can be disambiguated by using the flow information available at the junction-like structures in early cog-

nitive vision. Such a disambiguation has been modeled as a feedback mechanism in [Bayerl and Neumann, 2007].

This chapter investigates the extent of the ambiguity in optic flow estimation and analyzes it for differ-

ent local image structures. Namely, the continuous definition of intrinsic dimensionality introduced in

section 2.1 is used to investigate (1) the quality of different optic flow estimation algorithms depending

on the underlying local image structure and (2) the distribution of signals in natural images according

to their intrinsic dimensionality. Namely, it suggests that the quality of optic flow estimation and the

underlying local image structure are strongly linked.

Regarding the distribution of signals, the chapter shows that:

D0. i0D signals split into two clusters; one peak corresponding to over-illuminated (white) or under-

illuminated (black) patches and a Gaussian-shaped cluster corresponding to image noise at homo-

geneous but not under- or over-illuminated image patches (see figure 3.1(a)).

D1. For i1D signals, there exists a concentration of signals in a stripe-shaped cluster corresponding to

high origin variance (high amplitude) and low line variance (see figure 3.1(a)). This also reflects the

29
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Figure 3.1: a) Schematic representation of the distribution of local image patches in natural images
according to their intrinsic dimension. b) Schematic representation of the quality of optic flow estimation
according to the intrinsic dimension of the underlying signal.

importance of an orientation criterion that is based on local amplitude and orientation information

(see, e.g., [Princen et al., 1990]).

D2. In contrast to the i0D and i1D cases, there exists no cluster for i2D signals but there is a smoothly

decreasing surface towards the i2D corner. This continuity in the distribution for the i2D case

indicates that it is rather difficult to formulate a purely local criterion to detect corners in natural

images.

Optic flow in early vision is ambiguous because local estimation of optic flow faces the well-known

aperture problem: Through an aperture, the true flow is observable only for two dimensional structures,

i.e., corner-like structures, end of edges and some kinds of textures. As for edge-like structures, only the

flow which is along the intensity gradient can be computed.

The property of optic flow estimation at homogeneous image patches, edges and corners has been

discussed extensively (see, e.g., [Barron et al., 1994, Zetzsche et al., 1991, Mota and Barth, 2000]). It

has been argued that many different motion detectors specialised to particular image structures exist

in human vision (for a discussion, see [Cavanagh and Mather, 1989, Johnston and Clifford, 1995]). In

general, it is acknowledged that;

A0. Optic flow estimates at homogeneous image patches tend to be unreliable as the lack of structure

makes it impossible to find correspondences in consecutive frames.
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A1. Optic flow at edge-like structures faces the aperture problem; i.e., using local information, only the

normal flow for these structures can be computed.

A2. Only for i2D structures, optic flow estimation can lead to true optic flow estimates by local meth-

ods. However, many i2D structures result from depth discontinuities where optic flow estimation

algorithms fail to estimate the true motion. In order to get the true motion field, flow algorithms

need to deal with at least two different motions in the local area [Bayerl and Neumann, 2007].

This chapter investigates these claims more closely for several optic flow algorithms (namely, Nagel-

Enkelmann, [Nagel and Enkelmann, 1986], Lucas-Kanade [Lucas and Kanade, 1981] and a phase-based

approach from [Gautama and Hulle, 2002]). It will be shown that the continuous formulation of intrinsic

dimensionality allows for a better quantitative investigation and characterization of the quality of optic

flow estimation (and hence, the optic flow properties as stated in A0-A2) depending on the local signal

structure. Namely:

• The algorithms that have been tested in this chapter all had problems with local image structures

that were very close to the i0D corner of the iD-triangle (see figure 3.1(b)).

• The performance for image structures in the stripe shaped cluster corresponding to edge-like struc-

tures was effected by the aperture problem (see figure 3.1(b)). However, the results depend both

quantitatively and qualitatively on the different algorithms and even on different parameters when

the same algorithm was used.

• The improvement of performance for signals in the i2D area of the iD triangle was visible but

small. Average performance increases smoothly and slightly towards the i2D corner (see figure

3.1(b)).

These results support the above-mentioned statements (A0)-(A2) about optic flow estimation. How-

ever, by making use of a continuous understanding of intrinsic dimensionality, these statements have

been made quantitatively more specific in terms of (1) characterization of sub-areas for which they hold

and (2) their strength. The analysis in this chapter suggests a relationship between the distribution of the

signals in the continuous intrinsic dimensionality space and properties of optic flow estimation. In this

way, a new tool for better analysis of optic flow algorithms is introduced.
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There has been other works analyzing errors in optic flow estimates [Fermueller et al., 2001, Simoncelli et al., 1991,

Nagel and Haag, 1998]. In [Simoncelli et al., 1991], using a probabilistic framework for estimating op-

tical flow, it is proven that uncertainty is involved in this estimation process due to several causes such

as image noise and inherent limits of motion estimation. In [Nagel and Haag, 1998], it is shown that

gradient-based motion estimation methods underestimate the true flow. In [Fermueller et al., 2001], too,

it is analytically shown that certain kinds of bias in different classes of optic flow algorithms caused

by noise in the image data usually lead not only to underestimate of the magnitude of optical flow

and but also to consistent bias in the estimation of the direction. In contrast to the investigations in

[Fermueller et al., 2001, Simoncelli et al., 1991, Nagel and Haag, 1998], this chapter is interested in the

quality of flow estimates depending on the local image structure. This is achieved not by analytic means

but by statistical comparisons using ground truth data.

3.1 Distribution of Local Image Structures

The distribution of local image structures is analyzed using a set of 7 natural sequences with 10 images

each (see figure 3.5). The images have a resolution of 1276 × 1016. For the analysis, the origin and the

line variance are computed for each pixel (for details see section 2.1). This corresponds to one point in

the iD triangle (figure 2.1(c)). The distribution of the frequency of these points in the triangular structure

is shown in figure 3.2(a). Since there exist large differences in the histogram, only the logarithm is shown.

The distribution shows two main clusters. The peak close to the origin corresponds to low origin

variance. It is visible that most of the signals that have low origin variance have high line variance.

These correspond to nearly homogeneous image patches. Since the orientation is almost random for

such homogeneous image patches, it causes high line variance. There is also a small peak at position

(0, 0) that corresponds to saturated/black image patches. The other cluster is for high origin variance

signals with low line variance, corresponding to edge-like structures. The form of this cluster is a small

horizontal stripe rather than a peak. Finally, there is a smooth decrease while approaching to the i2D

area of the triangle. That means that there does not exist a cluster for corner-like structures like the ones

for homogeneous image patches or edges. Along the origin variance axis, a small continuous gap is

observed. This gap suggests that there are no signals with zero line variance. This is due to the fact that

at positions with positive origin–variance (i.e., positive magnitude), there is always noise included which
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(a) (b)

Figure 3.2: Logarithmic plot of the distribution of intrinsic dimensionality. (a) The distribution for
regularly sampled points. (b) The distribution when the positions are modified according to iD (See the
text for details of this modification).

causes some line variance.

Also seen from the figure is that there are far more i0D signals than i1D or i2D signals. Besides, it

is clear that there are more i1D structures than i2D structures in natural images. The percentages of i0D,

i1D and i2D structures turned out to be 86%, 11% and 3%, respectively, in the natural images that have

been used.

(a) (b)

Figure 3.3: Illustration of positioning for an edge. (a) Without positioning. (b) With positioning as
explained in the text.

Edges or corners are structures that are bound to a specific position. For example, the position of an

edge is supposed to be placed directly on the image discontinuity; or, for a corner, in which a certain

number of lines intersect, the corner should be placed directly on the intersection. This positioning can

be achieved by making use of the local amplitude information in the image depending on the intrinsic

dimensionality which is described in detail in [Krüger et al., 2004a] (see figure 3.3). Note also that
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features such as orientation and optic flow depend on this positioning. When the positions of edges and

corner-like structures accordingly are determined accordingly, the distribution of local image structures

becomes as shown in figure 3.2(b). It is qualitatively similar to the distribution achieved with regular

sampling. However, since the position is determined depending on the local amplitude (and in this way

by maximizing origin variance; see [Krüger and Felsberg, 2003]), there is a shift towards positions with

higher amplitude that constitute the gaps at the border between i0D, i1D and i2D signals and the stripe

along the i1D-i2D border of the triangle. In the later stages of the analysis in this chapter, this positioning

is adopted.

Zetzsche and his colleagues also investigated the distribution of local image structures in [Wegmann and Zetzsche, 1990].

They analyzed the multi-dimensional hyperspace which was constructed from all possible combinations

of orientation filter outputs. The hyperspace consisted of m axes corresponding to m different orientations

such that the origin denoted the homogeneous signals; the axes and the planes between the neighboring

axes denoted the i1D structures; and, the planes between the non-neighboring axes denoted i2D signals.

Zetzsche and his colleagues could drive proportions of the different local structures (which basically re-

flect the percentages provided above) and visualize clusters of the structures for a few orientation pairs.

Due to the complexity of the hyperspace, however, the visualization becomes more complex than the

triangular representation of iD.

3.2 Distribution of Orientation of Local Image Structures
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Figure 3.4: Orientation distribution depending on iD. The first image shows the total distribution. The
sequences that have been used for this analysis are introduced in section 3.1.
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It is known (see, e.g., [Krueger, 1998, Coppola et al., 1998]) that the distribution of orientations of

i1D signals shows strong peaks at horizontal and vertical structures (i.e., for the values 0, π/2 and π).

However, neither for a completely homogeneous image patch nor for a corner the concept of orientation

(although computable) makes sense and the computed orientation is random. Therefore, it is expected

that the distribution of orientations of i0D and i2D signals should be homogeneous.

The distribution of the orientation of signals and the quantitative differences depending on the intrin-

sic dimensionality of the patches is displayed in figure 3.4. The figure shows that there are significant

peaks for the i0D and i2D signals although they are smaller than the peaks in the distribution of i1D

signals. This suggests that orientation is a meaningful concept for some non-i1D signals, too. This also

stresses the advantages of a continuous understanding of intrinsic dimensionality.

3.3 Optic Flow Estimation Algorithms

This section briefly describes the optic flow algorithms that have been used in this chapter.

3.3.1 The Lucas-Kanade Algorithm

The Lucas-Kanade algorithm works by minimizing the following functional [Lucas and Kanade, 1981]

over a spatial neighborhood Ω:

"
Ω

W2(x, y)
[
∇I(x, y, t) · v + It(x, y, t)

]2
dx dy, (3.1)

where W(x, y) is the window function over Ω that gives more influence to constraints at the center of the

neighborhood; ∇I(x, y, t) denotes the intensity gradient at time t at spatial location (x, y); v is the velocity

field to be found; and, It denotes the derivative of I with respect to t. Basically, the Lucas-Kanade

algorithm makes use of the well-known gradient constraint equation ∇IT · v + It = 0 where weighting is

performed over a local neighbourhood.

The Lucas-Kanade is an optic flow algorithm which uses first order derivatives. Due to its smaller

complexity when compared with others, it is known to be a fast algorithm.
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3.3.2 The Nagel–Enkelmann Algorithm

The Nagel–Enkelmann algorithm [Nagel and Enkelmann, 1986] also makes use of the gradient constraint

equation but applies a second order derivative constraint in addition. The following functional is mini-

mized:

"
(∇IT v + It)2 +

α2

‖ ∇I ‖22 + 2δ

[
(uxIy − uyIx)2 + (vxIy − vyIx)2 + δ(u2

x + u2
y + v2

x + v2
y)
]

dx dy, (3.2)

where α and δ are constants; u and v are respectively the horizontal and the vertical components of the

velocity vector v; and, for a function F, Fz denotes the partial derivative of F with respect to variable z.

Main terms of the formula are (uxIy−uyIx)2+ (vxIy−vyIx)2 and (u2
x+u2

y +v2
x+v2

y). The first term smoothes

velocity an-isotropically, i.e., orthogonal to the intensity gradient. The second isotropic term states that

velocity should be constant over position1.

Since the Nagel–Enkelmann algorithm can be interpreted as a diffusion process (see [Alvarez et al., 2000])

with fixed number of iterations, an increase in the number of iterations means an increase in the region

of influence used in the computation, and hence, using more global information. The Nagel-Enkelmann

algorithm encourages slow variations in the gradient of the vector field by the smoothing term in equation

3.2. This leads with increasing number of iterations (i.e., increasing diffusion) naturally to a more regular

distribution of directions (as visible in the first two rows of figure 3.6). In this chapter, the effect of using

more global information on the accuracy of the flow estimation is also provided.s

3.3.3 The Phase-Based Approach

Phase-based optic flow algorithms make use of the phase gradient for finding the flow. It has been shown

that temporal evolution of contours of constant phase provides a better approximation to local flow (see

e.g., [Fleet and Jepson, 1990]). The basic assumption is that phase contours should be constant over time

[Fleet and Jepson, 1990, Gautama and Hulle, 2002]. This assumption can be formulated as φ(x, y, t) = c,

where φ(x, y, t) denotes the phase component at spatial location (x, y) at time t. Taking differentiation

1In our simulations, the standard values 0.5 and 1.0 for α and δ, respectively, are used as suggested and usually practiced in the
literature (see, e.g. [Barron et al., 1994]).
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with respect to time, the following constraint is found:

∇φ(x, y, t) · (∇(x, y), 1) = ∇φ(x, y, t) · (v, 1) = 0. (3.3)

Among phase-based approaches, this chapter uses a recent implementation [Gautama and Hulle, 2002] in

which the constraint (3.3) is solved for a number of Gabor filters and the flow orthogonal to the orientation

of each filter is found. Combining the solutions reached by the filters yields the true displacement.

This chapter will show that in this way, even for a large number of i0D signals good optic flow can be

estimated.

Figure 3.5: Some of the image sequences used in our analysis. The first 3 images are from one of the
sequences (the starting image, the middle image and the last image). Remaining figures are the images
from other sequences.

3.4 Optic Flow Estimation

This section analyzes the distribution of optic flow direction (subsection 3.4.1) and the error of optic flow

estimation and its relation to the iD triangle (subsection 3.4.2).
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3.4.1 Optic Flow Direction

The distribution of the flow direction of the optic flow vectors (using the Nagel–Enkelmann algorithm

with 10 and 100 iterations, and the phase-based approach) is shown in figure 3.6.

The distribution of the direction varies significantly with the intrinsic dimensionality. The statistics

of the true flow can be expected to show some homogeneity since a translational forward motion is

dominant in the sequences that leads to a regular flow field (see, e.g., [Lappe et al., 1999]). A detailed

discussion of first order statistics of optic flow in natural scenes can be found in [Calow et al., 2004].

They showed that the main factor for irregularity is that the large amount of structure near in the lower

visual field as compared to the lack of structure in the upper visual field causes larger flow in the lower

visual field. This, however, does not effect the magnitude but only the orientation. However, for the

Nagel–Enkelmann algorithm with 10 iterations (figure 3.6, top row), the distribution of the direction of

optic flow vectors of i1D signals directly reflects the distribution of orientation of i1D signals. Since only

the normal flow can be computed for ideal i1D signals (using local information only), the dominance of

vertical and horizontal orientations (see section 3.2) leads to peaks at horizontal and vertical flows. The

fact that basically there exits a direct quantitative equivalence of the distribution of i1D orientations and

the distribution of optic flow directions reflects the seriousness of the aperture problem. In contrast, the

distribution of direction of optic flow vectors of i0D and i2D signals is much more homogeneous. When

the number of iterations is increased (and hence, more global information is used in the computation of

the flow as explained in section 3.3), the peaks that correspond to horizontal and vertical lines become

smaller (figure 3.6, middle row). For the phase-based approach and Lucas-Kanade, a different picture

occurs (figure 3.6, last two rows): the peaks are less apparent.

As a summary, figure 3.6 suggests that there is a relation between the direction of estimated optic

flows and the orientation distribution of signals. However, the strength of this relation depends on the

particular algorithm and its parameters. For example, when the used information is very local, the Nagel–

Enkelmann algorithm computes basically the normal flow which results in a strong relation between the

distribution of optic flow direction and distribution of orientations in the images. However, when the

number of iterations is increased, this relation becomes weaker because of the decrease of the aperture

effect due to using more global information.
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Figure 3.6: Distribution of direction of optic flow vectors depending on the intrinsic dimension. The his-
tograms show the summed up distributions over the sequences which are introduced in section 3.1. From
top to bottom: The Nagel–Enkelmann algorithm with 10 iterations; The Nagel–Enkelmann algorithm
with 100 iterations; The phase-based approach; The Lucas-Kanade algorithm. From left to right: The
total distribution; The distribution for i0D signals; The distribution for i1D signals; The distribution for
i2D signals.
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3.4.2 Analysis of Quality of Optic Flow Estimation

This subsection analyzes the qualities of the optic flow estimation depending on the intrinsic dimension.

For this, the computed flow needs to be compared with a ground truth. For this, the Brown Range Image

Database (BRID), a database of 197 range images collected by Ann Lee, Jinggang Huang and David

Mumford at Brown University (see also [Huang et al., 2000]) is used. The range images are recorded

with a laser range-finder2. The data of each point consist of 4 values: the distance, the horizontal angle

and the vertical angle in spherical coordinates and a value for the reflected intensity of the laser beam

(see figure 3.7). The knowledge about the 3D data structure allows for a simulation of a moving camera

in a scene and is used to estimate the correct flow for nearly all pixel positions of a frame of an image

sequence. It should be noted that this approach cannot produce correct flow for occluded areas.

The simulated motion is forward translation. Different motion types (such as rotation, and rotation

and translation) may produce different global motion types. Therefore, the results in this chapter are valid

only for translational motions, and other types of motions should be expected to yield quantitatively if

not qualitatively different results.

Different flow estimation algorithms yield flow fields with different densities; i.e., they can make

an estimation of the motion for a certain proportion of the image data. By adjusting the parameters of

the flow algorithms that have been used in this chapter, the flow fields were made as dense as possible

for our analysis, which happened to be on the average 100%, 90% and 86% respectively for the Nagel-

Enkelmann, the Lucas-Kanade algorithms and the phase-based approach.

The quality of optic flow estimation is displayed in a histogram over the iD triangle (see figures 3.8

and 3.9). The error is calculated using the well known measure:

e(u, v) = acos
( u · v + 1
(u · u + 1)(v · v + 1)

)
, (3.4)

where u and v are the flow vectors (see also [Barron et al., 1994])3 This measure is called the combined

error in this chapter.

2Each image contains 44 × 1440 measurements with an angular separation of 0.18 degree. The field of view is 80 degree
vertically and 259 degree horizontally. The distance of each point is calculated from the time of flight of the laser beam, where the
operational range of the sensor is 2 − 200m. The laser wavelength of the laser beam is 0.9µm in the near infrared region.

3Measurements using angular and magnitudal errors with the formulas eang(u, v) = acos( u·v
|u|.|v| ), emag(u, v) = abs(|u|−|v|)

|u|+|v| yield
similar results (for details, see [Kalkan et al., 2004a]).
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Figure 3.7: Sequences with ground truth optic flow. Reflected intensity of the laser beam is shown. The
first line is from the same sequence (the starting image, the middle image and the last image). Other
images are taken from the other sequences.

For the Nagel–Enkelmann algorithm with 10 iterations, the combined error computed using the orig-

inal ground truth (see figure 3.8(a)) is high for signals close to the i0D corner of the triangle as well

as on the horizontal stripe from the i0D to the i1D corner. In the other parts, there is a smooth surface

which shows that the error decreases towards the i2D corner (note that the peaks in the middle of the

triangle are due to only few samples and can be ignored). This is in accordance with the notion that optic

flow estimation at corner-like structures is more reliable than for edges and homogeneous image patches

(A2). However, in figure 3.8(a), it becomes obvious that the area where more reliable flow vectors can be

computed is very broad and covers also i0D and i1D signals. Furthermore, the decrease of error is rather

slight which points to the fact that the quality of flow computation is limited in these areas, as well. When

the number of iterations is increased (figure 3.8(c)), the estimation of flow becomes better. In fact, it is

observable that the area where optic flow is estimated with low error covers almost the whole triangle

except some parts in the i1D area of the triangle.

Among all, the phase-based approach produces the best results for quite a large area (figure 3.9(c)).

However, for many i1D signals the estimate is more unreliable than for most i0D and i2D cases. For the

Lucas-Kanade algorithm, it is observed also that the area with low error smoothly extends to some i0D

and i1D signals (figure 3.9(a)). The figures 3.8(a),3.8(c), 3.9(a) and 3.9(c) suggest that this only slight
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(a) Nagel–Enkelmann with 10 iterations. (b) Nagel–Enkelmann with 10 iterations with the projected ground
truth.

(c) Nagel–Enkelmann with 100 iterations. (d) Nagel–Enkelmann with 100 iterations with the projected ground
truth.

Figure 3.8: Qualities of the optic flow algorithms depending on iD. Left column shows the errors between
computed flow and the ground truth. Right column shows the errors between computed flow and the
ground truth projected orthogonal to the orientation of signals. Color bars show the error values for
corresponding colors of corresponding graphs. (a,b) Nagel–Enkelmann with 10 iterations. (c,d) Nagel–
Enkelmann with 100 iterations.

decrease is a general property of the investigated optic flow algorithms.

For better analysis of the aperture problem, the computed flow is also compared against the projection

of the ground truth over the normal vectors (i.e., the true normal flow). For this, the normal vector of the

image patch is computed using the local orientation; then, the ground truth is projected over this vector,

and the error is computed between the optic flow vector and this projected ground truth. In figures 3.9

and 3.8, this is called as the normal combined error.

For the error computed using the normal ground truth (see figures 3.8(b), 3.8(d)), a different picture

occurs. For the Nagel–Enkelmann algorithm with 10 iterations (figure 3.8(b)), the error is very low for a

horizontal stripe from the middle point between the i0D and i1D corners to the i1D corner. When com-

pared to figure 3.8(a), this figure reflects the effect of the aperture problem when only local information
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(a) Lucas-Kanade. (b) Lucas-Kanade with the projected ground truth.

(c) The phase-based approach. (d) The phase-based approach with the projected ground truth.

Figure 3.9: Qualities of the optic flow algorithms depending on iD. Left column shows the errors be-
tween computed flow and the ground truth. Right column shows the errors between computed flow
and the ground truth projected orthogonal to the orientation of signals. Color bars show the error val-
ues for corresponding colors of corresponding graphs. (a,b) The Lucas-Kanade. (c,d) The phase-based
approach.

is used. When the number of iterations is increased, it is observable that using more global information

decreases the effect of the aperture problem (figures 3.8(c),3.8(d)). However, it is visible that the quality

of the estimated error area in the i1D area of the triangle is always significantly lower than the quality of

the estimated normal flow with a small number of iterations (i.e., using only very local information).

Comparing the results for the Nagel–Enkelmann algorithm with 10 and 100 iterations suggests that

increasing the region of influence means an increase in the overall quality of optic flow estimation. How-

ever, the error in estimation of flow in the i1D area of the triangle using more global information (figure

3.8(c)) is always significantly higher than the error of the estimated normal flow using more local infor-

mation (see, figure 3.8(b)), which can be computed with high reliability. The information for such signals

is of great importance since (1) there exists a large number of local image patches corresponding to such
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edge–like structures (see, figure 3.2) and (2) constraints for global motion estimation can be defined on

line–correspondences (see, e.g., [Rosenhahn, 2003, Krüger and Wörgötter, 2004]), i.e., correspondences

that only require normal flow. For these tasks, a reliably estimated normal flow might be a better basis

than an unreliably estimated true flow.

3.5 Discussion

This chapter analyzed the distribution of local image patches and the quality of optic flow estimates using

intrinsic dimensionality.

A continuous understanding of intrinsic dimensionality (see section 2.1) allows for a more precise

characterization of established structures in terms of their statistical manifestation in natural images (see

figures 3.1(a) and 3.2). Moreover, such a continuous formulation can be used for a more quantitative

investigation and characterization of the quality of optic flow estimation depending on local image struc-

tures. The current chapter could justify and more precisely quantify generally acknowledged ideas about

such estimates (see A0-A2 in the introduction). More specifically, it showed that (see also figure 3.1(b),

figure 3.8, and 3.9):

Q0. In general, homogeneous structures lead to low quality optic flow estimation. However, for many

i0D signals, true flow can be estimated with good accuracy. In fact, the algorithms compute the

flow with quite a low error for most of the i0D structures.

Q1.1. There exist significantly more horizontal and vertical structures in natural images (see also, e.g.

[Krueger, 1998, Coppola et al., 1998]). The strength of the dominance of these structures depends

crucially on the intrinsic dimension. Furthermore, the distribution of orientations is directly re-

flected in the distribution of the estimates of optic-flow directions as an effect of the aperture

problem. However, the degree of this reflection is observed to be very much dependent on the

particular optic flow algorithm and the parameters used.

Q1.2. The optic flow estimates in the stripe-shaped cluster with high origin–variance and low line–

variance (corresponding to edges) are in general worse than for i2D signals for all of the investi-

gated algorithms. However, for the Nagel–Enkelmann algorithm, the normal flow can be estimated
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reliably for this stripe-shaped cluster in the i1D signal domain. It is important to note that this reli-

ably computed normal flow is an important information as such. For example, line–line correspon-

dences that can be derived from the normal flow play an important role in Rigid Body Motion es-

timation (see, e.g., [Shevlin, 1998, Rosenhahn and Sommer, 2002, Krüger and Wörgötter, 2004]).

Using the Nagel–Enkelmann algorithm, the effect of using more global information on the quality

of optic flow estimation for i1D signals is also provided.

Q2. The quality of optic flow estimation is higher for i2D signals. However, in analogy to the lack

of a cluster for i2D signals, there exists a continuous signal domain (covering also sub-areas of

i0D and i1D signals) for which a higher quality in the optic flow estimation can be achieved.

The increase of the quality, on the other hand, is only slight which suggests that the role of i2D

structures for motion estimation might not be as important as suggested in the literature (see, e.g.,

[Mota and Barth, 2000]). Observing this behaviour for different optic flow algorithms suggests

that this is a general property of optic flow algorithms.

It should be stressed that the aim of this chapter was not to find the ’best’ algorithm but to make

general properties of optic flow algorithms explicit. The choice of the ’best’ algorithm depends a lot on

the context determined by time or hardware constraints. Furthermore, this chapter could show that even

different parameter settings leading to qualitatively different estimates are plausible for different tasks.
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Chapter 4
Improving Junction Detection by

Semantic Interpretation

The previous chapter showed that optic flow estimation at edge-like structures is biased, and it suggested

that this bias can be removed by using optic flow information at junction-like and other 2D structures.

However, extraction of junction-like structures is biased and ambiguous itself, and this bias and ambiguity

might cause further bias and ambiguity if they are not corrected. The current chapter proposes a solution

in the form of a feedback mechanism for this bias and ambiguity in junction detection.

Junctions are utilized in computer vision and image processing for tasks that especially require finding

correspondences between different views of the same scene, mainly due to their distinctiveness, seldom-

ness and stability. Correct localization of junctions1 is crucial because even small errors in localization

lead to wrong interpretations of the scene [Rohr, 1992]. Nevertheless, it is shown in [Deriche and Giraudon, 1993,

Rohr, 1992] that energy-based junction detection methods smooth out junctions and face the problem of

wrong localization.

Junctions also have the property of being interpretable: i.e., you can construct a meaningful inter-

pretation about how the junction is formed, as proposed in [Parida et al., 1998, Rohr, 1992]. Such a

semantic interpretation can be utilized in rigid body motion estimation [Pilz et al., 2007], depth estima-

tion [Waltz, 1975], feature matching etc. and is more informative than just a junctionness measure and

1In this chapter, corners are considered to be a special case of junctions, and the term ’corner’ is avoided. While doing so, the
understanding of corner as texture-like structure is excluded.
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Figure 4.1: The relations between sensitivity, completeness and spuriousness.

can be used in identification of junctions and in correspondence finding.

Junction detectors, no matter what the underlying methods are, have to make a decision about the

’junctionness’ of an image area. The decision is made by a set of automatically or manually set thresholds

(on a set of measures) that determine the sensitivity of the algorithm to contrast (in most of the cases, a

high threshold means low sensitivity and vice versa). On the other hand, a method that utilizes a junction

detector requires the detector to be complete: i.e., the detector should be able to detect all the junctions

that represent the image.

The relation between sensitivity and completeness presumably looks like as plotted in figure 4.1(a).

Increasing the sensitivity increases not only the completeness of a detector2 but also increases the amount

of false-positives, or ’spuriousness’, of the detector as illustrated in figure 4.1(b). These observations sug-

gest that spuriousness and completeness are two competing objectives that make the problem of junction

detection a multi-objective optimization problem, and it is known that a multi-objective optimization

problem with competing objectives does not have a global optimum, but a set of optimal solutions which

are called Pareto-optimal (see, figure 4.1(b) and e.g., [Coello, 1999]).

Junction detection algorithms face this completeness-spuriousness ’problem’ (called CS-problem in

the rest of the chapter) because detecting junctions in real images is an ill-posed problem at the level

of feature-processing due to the fact that identifying accurate and complete boundaries and junctions of

the objects requires an object-recognition step which is supposed to happen at a higher level in a vision

system.

This chapter shows that junction detectors can be followed by a ’semantic interpretation’ step as

a feedback mechanism to achieve a better completeness-to-spuriousness ratio. This is achieved by (1)

2 The exact shape of this relation might be different in real world; however, the authors claim that completeness should be still
an increasing function of sensitivity in any case.
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increasing the sensitivity of the junction detectors (by decreasing their thresholds), (2) improving the

positioning of the detection step using a regularity or intersection consistency step and then (3) extracting

the semantic interpretation of the junctions to filter spurious junctions.

The intersection-consistency, or regularity measure that is implemented in this chapter is based on the

observation that the position of a junction is defined by the intersection of its edges [Parida et al., 1998].

This measure is similar to theR() function in equation 5 of [Parida et al., 1998] and the regularity function

S () in equation 4 of [Forstner, 1994]. Both of these functions are based on the local image gradient

whereas the method of this chapter utilizes another edgeness measure called intrinsic dimensionality (see

section 2.1 and [Krüger and Felsberg, 2003] for details).

For semantic interpretation of junctions, this chapter proposes representing junctions in terms of their

constituents (i.e., the edges that form the junctions) and how they form the junctions (i.e., the directions of

the constituent edges). There have already been studies related to the representation of the junctions (see,

e.g., [Baker et al., 1998, Hahn and Krüger, 2000, Parida et al., 1998, Rohr, 1992, Simoncelli and Farid, 1996]):

In [Simoncelli and Farid, 1996], steerable wedge filters are developed for analyzing the orientation maps

of edges and junctions, without creating an explicit representation of these features; in [Parida et al., 1998],

by assuming that the number of junctions is known, a junction model is fitted to the data by minimizing

an energy function; in [Baker et al., 1998], parameters of junctions with just two edges (i.e., corners) are

extracted by using dimensionality reduction techniques. In [Rohr, 1992], assuming that the number of

edges is known, a junction is extracted as a composition of L-junctions by fitting a parametric model to

the image data. In [Hahn and Krüger, 2000], corners are detected, and their representations are created

using Hough lines, and these corners are merged to create junction representations. The current chapter

employs a simple method that extracts the representation of a junction by analyzing the clusters in its

orientation histogram. While doing so, it does not make any assumptions about the junction and is able

to create representations of any junction configuration.

The contributions of this chapter are (1) proposal of a new method for creating representations of

junctions and (2) pinpointing a common problem in all junction detectors (namely, the CS-problem) and

(3) proposing a way to improve junction detectors with respect to this problem. The method is tested

on natural images, using three different junction detectors: SUSAN, Harris operators and the intrinsic

dimensionality. The aim of this chapter is not to compare the performance of these methods but to

propose a feedback mechanism to improve them. For a comparison of a set of interest point and junction
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detectors, the interested reader is directed to [Schmid et al., 2000].

As mentioned in chapter 1, biological vision systems can cope with the ambiguities in the visual

information in the early stages of visual processing by using feedback mechanisms. This chapter is

considered to be application of such a feedback mechanism for a better detection of junctions.

4.1 Junction Detection Algorithms

This section briefly describes the main approaches for junction detection without any claim of being

complete (see, e.g., [Deriche and Giraudon, 1993, Schmid et al., 2000, Smith, 1997] for more detailed

reviews; [Harris and Stephens, 1988] for the Harris operator, and [Smith and Brady, 1997] for the SU-

SAN operator, respectively).

Since the first attempts around late 1970s, there have been quite a number of works on the detection

of junctions. The methods can be roughly divided into three main categories:

• Contour-based: These methods involve extracting an edge representation and then processing the

maxima curvature or the linking of the edges to find the junctions (see, e.g., [Asada and Brady, 1986,

Deriche and Giraudon, 1990, Horaud and Veillon, 1990]).

• Signal-based: These methods involve finding the junctions by directly using the image intensi-

ties. The second order derivatives of intensities, usually called the Hessian matrix [Beaudet, 1978,

Dreschler and Nagel, 1982], autocorrelation function of the image patch [Forstner, 1994, Harris and Stephens, 1988,

Moravec, 1980] are the main tools used by such approaches.

• Template-based: These methods detect junctions that match certain templates [Parida et al., 1998,

Rohr, 1992].

4.1.1 Harris Operator

The Harris operator [Harris and Stephens, 1988] is an improvement of the Moravec operator [Moravec, 1980].

The Moravec operator extracts image features by shifting the image patch in a set of directions and mea-

suring the correlation between the original image patch and the shifted image patch.

Em(x, y) =
∑
u,v

∣∣∣I(x + u, y + v) − I(u, v)
∣∣∣2, (4.1)
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where (u, v) are the image patch coordinates; I is the image intensity; and, (x, y) is the shift. The Moravec

operator considered the shifts (x, y) from the set {(1, 0), (1, 1), (0, 1), (−1, 1)}.

The shifts fall into three cases: (1) the image patch is homogeneous, and the shifts result in small

changes; (2) the image patch is edge-like, and there is a big change in one direction; and, (3) the image

patch is a junction, and there are changes in every directions.

The main improvement of the Harris operator over the Moravec operator was to consider the shifts in

all directions by making use of the derivatives of the image patch in u and v directions instead of a set of

discrete directions [Harris and Stephens, 1988]:

Eh(x, y) = (x, y) M (x, y)T , (4.2)

where M is the second derivative matrix of Em(x, y):

M =

 I2
x IxIy

IxIy I2
y

 . (4.3)

Differences between image structures are reflected then in the eigenvalues λ1 and λ2 of M: (1) λ1 and λ2

are close to zero when the image patch is homogeneous; (2) One of the eigenvalues is high and the other

eigenvalue is close to zero when the image patch is edge-like; and (3) Both λ1 and λ2 are high when the

image patch is junction-like.

4.1.2 SUSAN Operator

The Smallest Univalue Segment Assimilating Nucleus (SUSAN) operator is based on placing a circular

mask M at each pixel and comparing the center pixel with the pixels of the mask: (1) If the image patch

is homogeneous, the mask should contain similar elements, and intensity differences between the pixels

and the center of the mask should approximately sum up to zero. (2) If the image patch is edge-like,

approximately half of the mask should have different intensity than the center of the mask. (3) If the

image patch is junction-like, 1/4 of the mask should have different intensity than the center of the mask.
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The area that have the similar intensity with the center (u0, v0) of the mask is measured with:

n(u0, v0) =
∑

u,v ∈ M

e−(I(u,v)−I(u0,v0))6/t, (4.4)

where t determines the width of the exponent function and is chosen experimentally.

4.2 Improving Localization

The approach of the current chapter is to detect junctions (using Harris, Susan or iD), and then to compute

a junction regularity measure, called intersection-consistency (IC), in the neighborhood of the detected

junctions. The new improved position of a junction is determined by the local maximum of IC in the

3x3-neighborhood.

IC is measured by checking whether the pixels in the image patch point towards the center of the

patch or not. Pointing towards the center of the local image patch is measured by the distance between

the center pc and the line going through the pixel. The line is defined according to the position of the pixel

p and the computed orientation information θp. The weighted average of these distances then defines the

intersection consistency at pc:

ic(pc) =
∫

[ci1D(p)]2[1 − d(lp,pc)/d(p,pc)] dp, (4.5)

where p is the index of the pixels in image patch P; ci1D(p) is the confidence for i1D of pixel p; lp is the

line going through pixel p with a slope defined according to the orientation θp; d(lp,pc) is the distance

between lp and pc; and, d(p,pc) is the distance between p and pc. Note that d(lp,pc) is normalized with

d(p,pc) in order to make the weights be in the range [0, 1]

The distances between the center of the local image patch and the lines through the pixels is weighted

by (ci1D)2 because the computed orientation information is defined only for edge-like structures, and

IC by definition involves intersection consistency of edge-like structures.

The ic(P) value will be high (1) if the image patch has only one edge which goes through the center

of the patch or (2) if the image patch has a junction whose intersection point is located at the center of

the patch.
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Figure 4.2: Illustration of the maximum IC for a few examples.

The max of IC is shown for a few examples in figure 4.2.

For comparison, S () function of [Forstner, 1994] is given below which is similar to equation 4.5 (a

different function for the same purpose can be found in [Parida et al., 1998]):

S (p, σ) =
"

d2(p, lq) ‖ ∇g(q) ‖2 Gσ(p − q) dq. (4.6)

where p is the center of the image patch; q denotes image points in the image patch; d(p, lq) is the distance

of center point p to the line lq defined by q; and, ∇g(q) is the intensity gradient (gx, gy).

4.3 Semantic Interpretation of Junctions

This section describes how the semantic interpretation (SI) of a junction is estimated. This estimation

process does not make any assumptions on the configuration of the edges (interested reader is directed

to [Waltz, 1975] for different classes of junctions and their properties). The SI of a junction that does not

fall into any meaningful junction category can be used to detect false-positives.

For computing the SI, a junction is represented by a set of rays r1...rn corresponding to the set of

n edges that intersect at the junction. Each ray ri represents a specific edge i, defined as a half-line

expanding from the intersection point in a certain direction θ̃i. Another parameter ci can be introduced

denoting the confidence of an edge which can be used as a weight when the SI of a junction is utilized.
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Figure 4.3: Image- and junction-relative representations of the directions of the edges of an example
junction. (a) Image-relative directions. (b) Junction-relative directions. Note that the direction of the
vectors that represent the orientation of the rays change in (b).

With these parameters, the semantic interpretation S I(J) of a junction J can be defined as follows:

S I(J) = {r1, ..., rn} =
{(

c1, θ̃1

)
, ...,

(
cn, θ̃n

)}
. (4.7)

θ̃ ∈ [0, 2π) is the junction-relative orientation; i.e., it is the orientation defined with respect to the center

of the junction. The image relative orientation θp ∈ [0, π) of a pixel p at (xp, yp) needs to be transformed

to junction-relative orientation for junction J at (x, y) as follows:

θ̃p =


θp, if tan−1[(x − xp)/(y − yp)] < π,

θp + π, if tan−1[(x − xp)/(y − yp)] ≥ π.
(4.8)

In figure 4.3, the image-relative and junction-relative orientations of two edges are shown for a junction.

The junction-relative orientation θ̃i for each ray ri is extracted by finding the dominant orientations in

the neighborhood N of the junctionJ . The set of pixels in N that point towards the center of the junction

J can be constructed as follows:

OJ =
{
θ̃p : p ∈ N and d(lp, (x, y)) < T

}
, (4.9)

where lp is the line defined by the pixel p with orientation θ̃p.
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The number of rays and their orientations are determined by the clusters in the histogram Hl(OJ )

where l is the index of the bins. The set of clusters {Cm} is the set of Hl (1) where the first derivative δHl/δl

changes sign, and (2) where the energy (i.e., the number of elements in the bin) is above a threshold.

Figure 4.4 shows the rays extracted from an example junction.

A junction is marked as false-positive if n < 2 or n = 2 and θ̃1 ' θ̃2.

0 pi 2pi 0 pi 2pi

Figure 4.4: Illustration of the SI of a junction. From left to right: the junction marked with a circle; the
distribution of junction-relative orientation; detected ray orientations; estimated SI.

4.4 Results and Discussions

In this section, we evaluate the intersection consistency function and semantic interpretation on real

examples. The SUSAN implementation is taken from the author of [Smith and Brady, 1997], and the

Harris implementation is taken from [Noble, 1989]. The parameters of the SUSAN, the Harris operators

and iD are provided in table 4.1.

Table 4.1: The parameters used in the experiments.

Algorithm Low sensitivity High sensitivity
SUSAN brightness > 20 brightness > 13
Harris E > 1000 E > 300
iD ci2D > ci1D & ci2D > 0.3

ci2D > ci0D

In figure 4.5, the results of the three junction detection methods are presented for several image

patches extracted from real images. For each example and each method, original detection results, im-

proved positions and the SI are plotted.

The examples demonstrate that junction detection methods face the problem of wrong localization

as pointed out in [Deriche and Giraudon, 1993, Rohr, 1992]. Moreover, it is very likely that the methods

produce false positives especially visible in the case of SUSAN and iD. However, figure 4.5 shows that
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the effect of the positioning problem can be decreased, and false positives are removed by using the SI of

the junctions.

As mentioned at the beginning of the chapter, junction detectors have a level of sensitivity that cannot

be made universal; i.e., it is not possible to adjust the parameters of a junction detector in order to detect

every junction without producing a big ratio of false positives.

Figure 4.6 displays a set of examples for SUSAN, Harris and iD with low thresholds (table 4.1). The

thresholds have been decreased so that the detectors can detect the junctions that they have missed with

their default parameter values (e.g., the junction in the center of figure 4.6(a)). Figure 4.6(a) suggests that

increasing sensitivity of a detector can help in detecting low contrast however important junctions. On

the other hand, figure 4.6 shows that all methods produce spurious results when the sensitivity is high,

especially in the case of SUSAN and iD. However, by making use of IC and SI, it is possible to get rid

of most of the spurious junctions and detect a wider range of junctions with more accuracy even for high

sensitivity levels.

4.5 Summary

This chapter proposed two methods for improving the detection and the representation of junctions: (1) an

operator called intersection consistency that measures how consistent a junction is with its neighborhood,

and (2) a way to create semantic interpretation of junctions.

As shown in [Deriche and Giraudon, 1993, Rohr, 1992], energy-based junction detectors face the

problem of wrong positioning. Using the intersection consistency method introduced in this chapter,

better positioning has been achieved for the different junction detection algorithms.

The issue of having thresholds on the detection of junctions with respect to the ’completeness’ and

’spuriousness’ of the detection has also been addressed. By making use of the semantic interpretation as

a feedback mechanism, it has been shown that the performance of junction detectors can be improved.
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Figure 4.5: A set of example junctions and the results of junction detectors and the results of IC and
SI on these results. For each example, S, H and iD denote SUSAN, Harris and iD respectively. In each
example, the first column shows the original detections of the algorithms; the second column shows the
effect of improved positioning via IC; and, the third column shows the estimated SI and how it can be
used to get rid of spurious junctions. Spurious junctions that are estimated with SI are marked in small
squares.
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Figure 4.6: The effect of high ’sensitivity’ on the performance of junction detectors. Junction detectors
can now detect low contrast junctions that they miss with low sensitivity. H and S denote Harris and
SUSAN respectively. For each subfigure, the first column shows original detection results, the second
the results of improved positioning with IC and the third the SI. Spurious junctions that are estimated
with SI are marked in small squares.



Chapter 5
Statistical Relation between Local Image

Structures and Local 3D Structure

In section 2.2, 2D and 3D features were introduced to represent homogeneous and edge-like structures.

The relation between the 2D and 3D structures are very crucial for understanding how these structures

might be utilized better in depth extraction in early cognitive vision. In fact, it is argued already that

different 2D structures can be made use of in different ways for 3D shape interpretation (see, e.g.,

[Barrow and Tenenbaum, 1981]).

Surface interpolation studies widely make use of the assumption that two image points which do not

have any contrast difference in between are on the same 3D surface (see, e.g., [Grimson, 1983]). This

assumption is usually called ’no news is good news’ in the literature.

The current chapter investigates the relation between 2D and 3D structures (1) to understand how

these structures can be used better for depth extraction in early cognitive vision (in this sense, this chapter

proves the hypothesis which chapter 7 uses) and (2) to make an analysis of the ’no news is good news’

assumption. Namely, this chapter derives the likelihood of observing a certain local 3D structure, given

its 2D projection (i.e., underlying local image structure). For this, range data with real-world color

information is used as ground truth data.

58
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5.1 Relevant Studies

There have been only a few studies that have analyzed the 3D world from range data [Howe and Purves, 2004,

Huang et al., 2000, Potetz and Lee, 2003, Yang and Purves, 2003], and these works have only been first-

order. In [Yang and Purves, 2003], the distribution of roughness, size, distance, 3D orientation, curvature

and independent components of surfaces was analyzed. Their major conclusions were: (1) local 3D

patches tend to be saddle-like, and (2) natural scene geometry is quite regular and less complex than lu-

minance images. In [Huang et al., 2000], the distribution of 3D points was analyzed using co-occurrence

statistics and 2D and 3D joint distributions of Haar filter reactions. They showed that range images

are much simpler to analyze than optical images and that a 3D scene is composed of piecewise smooth

regions. In [Potetz and Lee, 2003], the correlation between light intensities of the image data and the cor-

responding range data as well as surface convexity were investigated. They could justify the event that

brighter objects are closer to the viewer, which is used by shape from shading algorithms in estimating

depth. In [Howe and Purves, 2002, Howe and Purves, 2004], range image statistics were analyzed for

explanation of several visual illusions.

The first-order analysis of this chapter differs from the above-mentioned studies. For 2D local image

patches, existing studies have only considered light intensity. As for 3D local patches, the most complex

considered representation has been the curvature of the local 3D patch. In this chapter, however, a higher-

order representation of the 2D local image patches and the 3D local patches are created; we represent 2D

local image patches using homogeneous, edge-like, corner-like or texture-like structures, and 3D local

patches using continuous surfaces and different kinds of 3D discontinuities. By this, established local

image structures are related to their underlying 3D structures.

5.2 Local 2D and 3D Structures

This chapter distinguishes between the following local 2D structures (examples of each structure is given

in figure 2.1) using intrinsic dimensionality (see section 2.1): homogeneous image patches, edge-like

structures, corners and textures.

To our knowledge, there does not exist a systematic and agreed classification of local 3D structures

like there is for 2D local image structures (i.e., homogeneous patches, edges, corners and textures).
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Intuitively, the 3D world consists of continuous surface patches and different kinds of 3D discontinuities.

During the imaging process (through the lenses of the camera or the eye), 2D local image structures are

generated by these 3D structures together with the illumination and the reflectivity of the environment.

With this intuition, any 3D scene can be decomposed geometrically into surfaces and 3D discontinu-

ities. In this context, the local 3D structure of a point can be a:

• Surface Continuity: The underlying 3D structure can be described by one surface whose normal

does not change or changes smoothly (see figure 5.1(a)).

• Regular Gap Discontinuity: The underlying 3D structure can be described by a small set of surfaces

with a significant depth difference. The 2D and 3D views of an example gap discontinuity are

shown in figure 5.1(d).

• Irregular Gap Discontinuity: The underlying 3D structure shows high depth-variation that can not

be described by two or three surfaces. An example of an irregular gap discontinuity is shown in

figure 5.1(e).

• Orientation Discontinuity: The underlying 3D structure can be described by two surfaces with

significantly different 3D orientations that meet at the center of the patch. This type of discontinuity

is produced by a change in 3D orientation rather than a gap between surfaces. An example for this

type of discontinuity is shown in figure 5.1(c).

5.3 Methods

In this subsection, we define our measures for the three kinds of discontinuities that are described in

section 5.2; namely, gap discontinuity, irregular gap discontinuity and orientation discontinuity. The

measures for gap discontinuity, irregular gap discontinuity and orientation discontinuity of a patch P

will be denoted by µGD(P), µIGD(P) and µOD(P), respectively. The reader who is not interested in the

technical details can jump directly to section 5.4.

3D discontinuities are detected in studies which involve range data processing, using different meth-

ods and under different names like two-dimensional discontinuous edge, jump edge or depth disconti-

nuity for gap discontinuity; and, two-dimensional corner edge, crease edge or surface discontinuity for

orientation discontinuity [Bolle and Vemuri, 1991, Hoover et al., 1996, Shirai, 1987].
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Figure 5.1: Illustration of the types of 3D discontinuities. (a) 2D image. (b) Continuity. (c) Orien-
tation discontinuity. (d) Gap discontinuity. (e) Irregular gap discontinuity. (f)-(j) The range images
corresponding to (a)-(e). Note that the range images are scaled independently for better visibility.
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Figure 5.2: 10 of the 20 3D data sets used in the analysis. The points without range information are
marked in blue. The gray image shows the range data of the top-left scene. The resolution range is
[512-2048]x[390-2290] with an average resolution of 1140x1001.

In our analysis, we used chromatic range data of outdoor scenes which were obtained from Riegl UK

Ltd. (http://www.riegl.co.uk/). There were 20 scenes in total, 10 of which are shown in figure 5.2.

The range of an object which does not reflect the laser beam back to the scanner or is out of the range of

the scanner cannot be measured. These points are marked with blue in figure 5.2 and are not processed

in our analysis. The resolution range of the data set is [512-2048]x[390-2290] with an average resolution

of 1140x1001.

5.3.1 Measure for Gap Discontinuity: µGD

Gap discontinuities can be measured or detected in a similar way than edges in 2D images; edge detection

processes RGB-coded 2D images while for a gap discontinuity, one needs to process XYZ-coded 2D

images 1. In other words, gap discontinuities can be measured or detected by taking the second order

derivative of XYZ values [Shirai, 1987].

Measurement of a gap discontinuity is expected to operate on both the horizontal and the vertical

axes of the 2D image; that is, it should be a two dimensional function. The alternative is to discard the

topology and do an ’edge-detection’ in sorted XYZ values, i.e., to operate as a one-dimensional function.

1Note that XYZ and RGB coordinate systems are not the same. However, detection of gap discontinuity in XYZ coordinates
can be assumed to be a special case of edge detection in RGB coordinates.

http://www.riegl.co.uk/
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Although we are not aware of a systematic comparison of the alternatives, for our analysis and for our

data, the topology-discarding gap discontinuity measurement captured the underlying 3D structure better

(of course, qualitatively, i.e., by visual inspection). Therefore, we have adopted the topology-discarding

gap discontinuity measurement in the rest of the chapter.

For an image patch P of size N × N, let,

X = ascending sort(
{
Xi | i ∈ P

}
),

Y = ascending sort(
{
Yi | i ∈ P

}
), (5.1)

Z = ascending sort(
{
Zi | i ∈ P

}
),

and also, for i = 1, .., (N × N − 2),

X∆ =
{
| (Xi+2 − Xi+1) − (Xi+1 − Xi) |

}
,

Y∆ =
{
| (Yi+2 − Yi+1) − (Yi+1 − Yi) |

}
, (5.2)

Z∆ =
{
| (Zi+2 −Zi+1) − (Zi+1 −Zi) |

}
,

where Xi,Yi,Zi represents 3D coordinates of pixel i. Equation 5.2 takes the absolute value of the

[+1, −2, +1] operator.

The sets X∆,Y∆ and Z∆ are the measurements of the jumps (i.e., second order differentials) in the

sets X,Y andZ, respectively. A gap discontinuity can be defined simply as a measure of these jumps in

these sets. In other words:

µGD(P) =
h(X∆) + h(Y∆) + h(Z∆)

3
, (5.3)

where the function h : S → [0, 1] over the set S measures the homogeneity of its argument set (in terms

of its ’peakiness’) and is defined as follows:

h(S) =
1

#(S)
×

∑
i∈S

si

max(S)
, (5.4)

where #(S) is the number of the elements of S, and si is the ith element of the set S. Note that as a
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Figure 5.3: Example histograms and the number of clusters that the function ψ(S ) computes. ψ(S ) finds
one cluster in the left histogram and two clusters in the right histogram. Red line marks the threshold
value of the function. X axis denotes the values for 3D orientation differences.

homogeneous set (i.e., a non-gap discontinuity) S produces a high h(S) value, a gap discontinuity causes

a low µGD value. Figure 5.5(c) shows the performance of µGD on one of our scenes shown in figure 5.2.

It is known that derivatives like in equations 5.1 and 5.2 are sensitive to noise. Gaussian-based func-

tions could be employed instead. In this chapter, we chose simple derivatives for their faster computation

times, and instead employed a more robust processing stage (i.e., analyzing the uniformity of the dis-

tribution of derivatives) to make the measurement more robust to noise. As shown in figure 5.5(c), this

method can capture the underlying 3D structure well.

5.3.2 Measure for Orientation Discontinuity: µOD

The orientation discontinuity of a patch P can be detected or measured by taking the 3D orientation

difference between the surfaces that meet in P. If the size of the patch P is small enough, the surfaces

can be, in practice, approximated by 2-pixel wide unit planes2. The histogram of the 3D orientation

differences between every pair of unit planes forms one cluster for continuous surfaces and two clusters

for orientation discontinuities.

For an image patch P of size N × N pixels, the orientation discontinuity measure is defined as:

µOD(P) = ψ(Hn(
{
α(i, j) | i, j ∈ planes(P), i , j

}
)), (5.5)

2Note that using bigger planes have the disadvantage of losing accuracy in positioning which is very crucial for the current
analysis.
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where Hn(S ) is a function which computes the n-bin histogram of its argument set S; ψ(S) is a function

which finds the number of clusters in S; planes(P) is a function which fits 2-pixel-wide unit planes to

1-pixel apart points in P using Singular Value Decomposition3; and, α(i, j) is the angle between planes i

and j.

For a histogram H of size NH , the number of clusters is given by:

ψ(S ) =
∑NH+1

i=1 neq([Hi > max(H)/10], [Hi−1 > max(H)/10])
2

, (5.6)

where the function neq returns 1 if its parameters are not equal and returns 0, otherwise; Hi represents

the ith element of the histogram H; H0 and HNH+1 are defined as zero; and, max(H)/10 is an empiri-

cally set threshold. Figure 5.3 shows two example clusters for a continuous surface and an orientation

discontinuity.

Figure 5.5(d) shows the performance of µOD on one of the scenes shown in figure 5.2.

5.3.3 Measure for Irregular Gap Discontinuity: µIGD

Irregular gap discontinuity of a patch P can be measured using the observation that an irregular-gap

discontinuous patch in a real image usually consists of small surface fragments with different 3D orien-

tations. Therefore, the spread of the 3D orientation histogram of a patch P can measure the irregular gap

discontinuity of P.

Similar to the measure for orientation discontinuity defined in sections 5.3.1 and 5.3.2, the histogram

of the differences between the 3D orientations of the unit planes (which are of 2 pixels wide) is analyzed.

For an image patch P of size N × N pixels, the irregular gap discontinuity measure is defined as:

µIGD(P) = h(Hn(
{
α(i, j) | i, j ∈ planes(P), i , j

}
)), (5.7)

where planes(P), α(i, j), Hn(S) and h(S) are as defined in section 5.3.2. Figure 5.5(e) shows the perfor-

mance of µIGD on one of the scenes shown in figure 5.2.

3 Singular Value Decomposition is a standard technique for fitting planes to a set of points. It finds the perfectly fitting plane if
it exists; otherwise, it returns the least-square solution.
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d = 0 m d = 0.02 md = 0.01 m d = 0.03 m d = 0.04 m

a = 117 deg.a = 180 deg. a = 90 deg.a = 153 deg.a = 171 deg.

Figure 5.4: Results of the combined measures on artificial data. The camera and the range scanner are
denoted by c. (a) Gap discontinuity tests. There are two planes which are separated by a distance d where
d= 0, 0.01, 0.02, 0.03, 0.04 meters. (b) The detected discontinuities. Dark blue marks the boundary points
where the measures are not applicable. Blue and orange respectively correspond to detected continuities
and gap discontinuities. (c) Orientation discontinuity tests. There are two planes which are connected
but separated with an angle a where a=180, 171, 153, 117, 90 degrees. (d) The detected discontinuities.
Dark blue marks the boundary points where the measures are not applicable. Blue and green respectively
correspond to detected continuities and orientation discontinuities.

5.3.4 Combining the Measures

The relation between the measurements and the types of the 3D discontinuities are outlined in table 5.1

which entails that an image patch P is:

• gap discontinuous if µGD(P) < Tg and µIGD(P) < Tig,

• irregular-gap discontinuous if µGD(P) < Tg and µIGD(P) > Tig,

• orientation discontinuous if µGD(P) ≥ Tg and µOD > 1,

• continuous if µGD(P) ≥ Tg and µOD(P) ≤ 1.
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a) b)

d)c) e)

Figure 5.5: The 3D and 2D information for one of the scenes shown in figure 5.2. Dark blue marks
the points without range data. (a) 3D discontinuity. Blue: continuous surfaces, light blue: orientation
discontinuities, orange: gap discontinuities and brown: irregular gap discontinuities. (b) Intrinsic Di-
mensionality. Homogeneous patches, edge-like and corner-like structures are encoded in colors brown,
yellow and light blue, respectively. (c) Gap discontinuity measure µGD. (d) Orientation discontinuity
measure µOD. (e) Irregular gap discontinuity measure µIGD.

For our analysis, we have taken N = 10 and the threshold values Tg = 0.4,Tig = 0.6 empirically.

Bigger values for N means larger support region for the measures, in which case different kinds of 3D

discontinuities might interfere in the patch. On the other hand, using smaller values would make the

measures very sensitive to noise. Other thresholds Tg and Tig are respectively set to 0.4 and 0.6. These

values are empirically determined by testing the measures over a large set of samples. Different values

for these thresholds may result in wrong classifications of local 3D structures and may lead to different

results than presented in this chapter. Similarly, the number of bins, n, in Hn is empirically determined

as 20.

Figure 5.4 displays the performance of the measures on two artificial scenes, one for gap discontinuity

and one for orientation discontinuity for a set of depth and angle differences between planes. In the figure,

the detected discontinuity type is shown for each pixel. The figure shows that gap discontinuity can be



5.4. Results 68

Dis. Type µGD µIGD µOD

Continuity High value Don’t care 1
Gap Dis. Low value Low value Don’t care
Irregular Gap Dis. Low value High value Don’t care
Orientation Dis. High value Don’t care > 1

Table 5.1: The relation between the measurements and the types of the 3D discontinuities.

detected reliable even if the gap difference is low. The sensitivity of the orientation discontinuity measure

is around 160 degrees. However, the sensitivity of the measures would be different in real scenes due to

the noise in the range data.

For a real example scene from figure 5.2, the detected discontinuities are shown in figure 5.5(a),

which suggests that the underlying 3D structure of the scene is reflected in figure 5.5(a).

An interesting example is smoothly curved surfaces. Such a surface would not produce jumps in

equation 5.2 (since it is smooth), and therefore produce a high µGD value. Similarly, µOD would be 1

since there would be no peaks in the distribution of orientation differences. In other words, a curved

surface would be classified as a continuity by the measures introduced above.

Note that this categorical combination of the measures appears to be against the motivation that has

been provided for the classification of local 2D structures (section 2.1 and chapter 3) where we had

advocated a continuous approach. There are two reasons: (1) With continuous 3D measures, the dimen-

sionality of the results would be four (origin variance, line variance, a 3D measure and the normalized

frequency of the signals), which is difficult to visualize and analyze. In fact, the number of triangles that

had to be shown in figure 5.6 would be 12, and it would be very difficult to interpret all the triangles

together. (2) It has been argued by several studies [Huang et al., 2000, Yang and Purves, 2003] that range

images are much simpler and less complex to analyze than 2D images. This suggests that it might be

safer to have a categorical classification for range images.

5.4 Results

For each pixel of the scene (except where range data is not available), the 3D discontinuity type and the

intrinsic dimensionality are computed. Figure 5.5(a) and (b) shows the images where the 3D discontinuity

and the intrinsic dimensionality of each pixel are marked with different colors.

Having the 3D discontinuity type and the information about the local 2D structure of each point, it
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Figure 5.6: P(3D Discontinuity | 2D Structure). The distribution of local image structures is schema-
tized for easy reference in the upper-left part of each subfigure (the letters C, E, H, T represent
corner-like, edge-like, homogeneous and texture-like structures). (a) P(Continuity | 2D Structure).
(b) P(Gap Discontinuity | 2D Structure). (c) P(Irregular Gap Discontinuity | 2D Structure). (d)
P(Orientation Discontinuity | 2D Structure).

is straightforward to compute the conditional probability P(3D Discontinuity | 2D Structure), which is

shown in figure 5.6. Note that the four triangles in figures 5.6(a), 5.6(b), 5.6(c) and 5.6(d) add up to one

for all points of the triangle.

In figure 5.7, maximum likelihood estimates (MLE) of local 3D structures given local 2D structures

are provided. Figure 5.7(a) shows the MLE from the distributions in figure 5.6. Due to high likelihoods,
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(a) (b)

Figure 5.7: Maximum likelihood estimates of local 3D structures given local 2D structures. Numbers
1, 2, 3 and 4 represent continuity, gap discontinuity, orientation discontinuity and irregular gap discon-
tinuity, respectively. (a) Raw maximum likelihood estimates. Note that the estimates are dominated by
continuities and gap discontinuities. (b) Maximum likelihood estimates from normalized likelihood dis-
tributions: the triangles provided in figure 5.6 are normalized within themselves so that the maximum
likelihood of P( X | 2D Structure) is 1 for X being continuity, gap discontinuity, irregular gap discontinu-
ity and orientation discontinuity.

gap discontinuities and continuities are the most likely estimates given local 2D structures. Figure 5.7(b)

shows the MLE from the normalized distributions: i.e., each triangle in figure 5.6 is normalized within

itself so that its maximum likelihood is 1. This way we can see the mostly likely local 2D structures for

different local 3D structures.

• Figure 5.6(a) shows that homogeneous 2D structures are very likely to be formed by 3D conti-

nuities as the likelihood P(Continuity | 2D Structure) is very high (bigger than 0.85) for the area

where homogeneous 2D structures exist (marked with H in figure 5.6(a)). This observation is

confirmed in the MLE estimates of figure 5.7.

Many surface reconstruction studies make use of a basic assumption that there is a smooth surface

between any two points in the 3D world, if there is no contrast difference between these points in

the image. This assumption has been first called as ’no news is good news’ in [Grimson, 1983].

Figure 5.6(a) quantifies ’no news is good news’ and shows for which structures and to what extent

it holds: In addition to the fact that no news is in fact good news, figure 5.6(a) shows that news,

especially texture-like structures and edge-like structures, can also be good news (see below).
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Homogeneous image patches cannot be used for depth extraction by correspondence-based meth-

ods, and only weak or no information from these structures is processed by the cortex. Unfortu-

nately, the vast majority of local image structure is of this type (see, e.g., [Kalkan et al., 2005] and

chapter 3). On the other hand, homogeneous patches indicate ’no change’ in depth which is the

underlying assumption of interpolation algorithms.

• Edges are considered as important sources of information for object recognition and reliable cor-

respondence finding. Approximately 10% of local image structures are of that type (see, e.g.,

[Kalkan et al., 2005] and chapter 3). Figures 5.6(a), (b) and (d) together with the MLE estimates

in figure 5.7 show that most of the edges are very likely to be formed by continuous surfaces or

gap discontinuities. Looking at the decision areas for different local 2D structures shown in figure

2.1(d), we see that the edges formed by continuous surfaces are mostly low-contrast edges (fig-

ure 5.6(a)); i.e., the origin variance is close to 0.5. Little percentage of the edges are formed by

orientation discontinuities (figure 5.6(d)).

• Figures 5.6(a) and (b) show that well-defined corner-like structures result from either gap discon-

tinuities or continuities.

• Textures also map with high likelihood to surface continuities but also to irregular gap discontinu-

ities.

Finding correspondences becomes more difficult with the lack or repetitiveness of the local struc-

ture. The estimates of the correspondences at texture-like structures are naturally less reliable. In

this sense, the likelihood that certain textures are caused by continuous surfaces (shown in fig-

ure 5.6(a)) can be used to model stereo matching functions that include interpolation as well as

information about possible correspondences based on the local image information.

It is remarkable that local image structures mapping to different sub-regions in the triangle are caused by

rather different 3D structures. This clearly indicates that these different image structures should be used

in different ways for surface reconstruction.
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5.5 Discussion

This chapter analyzed which local image structures suggest a depth interpolation process. Using natural

images, it showed that homogeneous image structures correspond to continuous surfaces, as suggested

and utilized by some computational theories of surface interpolation (see, e.g., [Grimson, 1983]). On

the other hand, a considerable proportion of edge-like structures lie on continuous surfaces (see figure

5.6(a)); i.e., a contrast difference does not necessarily mean a depth discontinuity. This suggests that

interpreting edges in combination with neighboring corners or edges is important for understanding the

underlying 3D structure [Barrow and Tenenbaum, 1981].

The results from section 5.4 are useful in several contexts:

• Depth interpolation studies assume that homogeneous image regions are part of the same surface.

Such studies can be extended with the statistics provided here as priors in a Bayesian framework.

This extension would allow making use of the continuous surfaces that a contrast difference (caused

by textures or edge-like structures) might correspond to.

Acquiring range data from a scene is a time-consuming task compared to image acquisition, which

lasts on the order of seconds even for high resolutions. In [Torres-Mendez and Dudek, 2006], for

mobile robot environment modeling, instead of making a full-scan of the whole scene, only partial

range scan is performed due to time constraints. This partial range data is completed by using

a Markov Random Field which is trained from a pair of complete range and the corresponding

image data. In [Torres-Mendez and Dudek, 2006], the partial range data is produced in a regular

way; i.e., every nth scan-column is neglected. This assumption, however, may introduce aliasing

in the 3D data acquired from natural images using depth cues, and therefore, their method may not

be applicable. Nevertheless, it could possibly be improved by utilizing the priors introduced in this

chapter.

• Automated registration of range and color images of a scene is crucial for several purposes like ex-

tracting 3D models of real objects and scenes. Methods that align edges extracted from the intensity

image with the range data already exist (see, e.g., [Laycock and Day, 2006]). These methods can

be extended with the results presented in this chapter in a way that not only edges but also other

image structures are used for alignment. Such an extension also allows a probabilistic framework
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by utilizing the probability P(3D Structure | 2D Structure). Moreover, making use of local 3D

structure types that are introduced in this chapter can be more robust than just a gap discontinuity

detection.

Such an extension is possible by maximizing the following energy function:

E(R,T ) =
∫

u,v
P( 3D Structure at (u, v) | 2D Structure at (u, v)) du dv, (5.8)

where R and T are translation and rotation of the range data in 3D space.

By extracting a more complex representation than existing range-data analysis studies, the current

chapter could point to the intrinsic properties of the 3D world and its relation to the image data. This anal-

ysis is important because (1) it may be that the human visual system is adapted to the statistics of the envi-

ronment [Brunswik and Kamiya, 1953, Knill and Richards, 1996, Krueger, 1998, Olshausen and Field, 1996,

Purves and Lotto, 2002, Rao et al., 2002], and (2) it may be used in several computer vision applica-

tions (for example, depth estimation) in a similar way as in [Elder and Goldberg, 2002, Elder et al., 2003,

Pugeault et al., 2004, Zhu, 1999].

5.5.1 Limitations of the current work

The first limitation is due to the type of scenes that have been used; i.e., scenes of man-made environments

which also included trees. Alternative scenes could include pure forest scenes or scenes taken from

an environment with totally round objects. However, we believe that our dataset captures the general

properties of the scenes that a human being encounters in daily life.

Different scenes might produce quantitatively different but qualitatively similar results. For example,

forest scenes would produce much more irregular gap discontinuities than the current scenes; however,

our conclusions regarding the link between textures and irregular gap discontinuities would still hold.

It should be noted that acquisition of range data with color images is very hard for forest scenes since

the color image of the scene is taken after the scene is scanned with the scanner. During this period, the

leaves and the trees may move (due to wind etc.), making the range and the color data inconsistent. In

office environments, a similar problem arises: due to lateral separation between the digital camera and

range scanner, there is the parallax problem, which again produces inconsistent range-color association.
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For an office environment, a small-scale range scanner needs to be used.

The statistics presented in this chapter can be extended by analyzing forest scenes, office scenes

etc. independently. The comparison of such independent analyses should provide more insights into the

relations that this chapter have investigated but we believe that the qualitative conclusions of this chapter

would still hold.

It would be interesting to see the results presented in the chapter by changing the measure for surface

continuity so that it can separate planar and curved surfaces.
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Chapter 6
Statistical Relation between Local 3D

Structures

Chapter 5 investigated the relation between local 2D and 3D structures and suggested that different struc-

tures should be used in different ways for 3D depth extraction. Once depth is extracted from available

features, however, it will be incomplete most of the time. One important reason for this is the corre-

spondence problem of the multi-view depth cues as already discussed in chapter 1 as a problem of early

vision.

The current chapter investigates whether the depth information available at edge-like structures can

be used for filling in the missing depth information at homogeneous image areas (chapter 7 deals with

the how part in an early cognitive vision framework).

Using the ground truth range data, this chapter investigates co-planarity relations between at homo-

geneous image structures and the edges that bound them. In other words, given two proximate co-planar

edges, we compute the ’probability field’ of finding co-planar surface patches which project as homo-

geneous image structures in the 2D image. This probability field is similar to the ’association field’

[Field et al., 1993] which is a probability field also based on natural image statistics. The ’probability

field’, which is developed in this chapter, provides important information about (1) the predictability

of depth at homogeneous image structures using the depth available at the bounding edges and (2) the

relative complexity of 3D geometric structure compared to the complexity of 2D image structures.

75
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(a) (b) (c)

Figure 6.1: Illustration of the relation between the depth of homogeneous image structures and the bound-
ing edges. (a) In the case of cube, the depth of homogeneous image area and the bounding edges are
related. However, in the case of round surfaces, (b) the depth of homogeneous image structures may not
be related to the depth of the bounding edges since the depth information is sometimes given by other
depth cues such as shading. (c) In the case of a cylinder, we see both cases of the relation as illustrated
in (a) and (b).

Depth relation between edges and homogeneous image structures is illustrated for a few examples in

figure 6.1.

The ground truth data is the chromatic range data that has also been used in chapter 5. A small subset

of the data set is displayed in figure 5.2.

The following section provides the details of the analysis. The results are presented and discussed in

section 6.2. See section 5.1 for relevant studies on the analysis of range data statistics.

6.1 Methods

This section provides the procedural details of how the analysis is performed.

The analysis is performed in three stages: First, local 2D and 3D representations of the scene are

extracted from the chromatic range data. Second, a data set is constructed out of each pair of edge

features, associating the monos that are likely to be coplanar to those edges to them (see section 6.1.2 for

what is meant by relevance). Third, the coplanarity between the monos and the edge features that they

are associated to are investigated. An overview of the analysis process is sketched in figure 6.2, which

roughly lists the steps involved.
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Figure 6.2: Overview of the analysis process. First, local 2D and 3D representations of the scene are
extracted from the chromatic range data. Second, a data set is constructed out of each pair of edge
features, associating the monos that are likely to be coplanar (i.e., ”interesting”) to them (see section
6.1.2 for what is meant by relevance). Third, the coplanarity between the monos and the edge features
that they are associated to are investigated.

6.1.1 Representation

Using the 2D image and the associated 3D range data, a representation of the scene is created in terms

of local compository 2D and 3D features denoted by π. In this process, first, 2D features are extracted

from the image information, and at the locations of these 2D features, 3D features are computed. The

complementary information from the 2D and 3D features are then merged at each valid position, where

validity is only defined by having enough range data to extract a 3D representation.

For homogeneous and edge-like structures, different representations are needed due to different un-

derlying structures (in the rest of the chapter, a homogeneous image structure that corresponds to a 3D

continuity will be called a mono). For this reason, there are two different definitions of π denoted respec-

tively by πe (for edge-like structures) and πm (for monos) and formulated as:

πm = (X3D,X2D, c,p), (6.1)

πe = (X3D,X2D, φ2D, c1, c2,p1,p2), (6.2)

where X3D and X2D denote 3D and 2D positions of the 3D entity; φ2D is the 2D orientation of the 3D

entity; c1 and c2 are the 2D color representation of the surfaces of the 3D entity; c represents the color
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of πm; p1 and p2 are the planes that represent the surfaces that meet at the 3D entity; and p represents

the plane of πm (see figure 6.3). Note that πm does not have any 2D orientation information (because it is

undefined for homogeneous structures), and πe has two color and plane representations to the ’left’ and

’right’ of the edge.

The process of creating the representation of a scene is illustrated in figure 6.3.

For the current analysis, the entities are regularly sampled from the 2D information. The sampling

size is 10 pixels. See [Krüger et al., 2003, Krüger and Wörgötter, 2005] for details.

2D image Range image Discont. image

Local 2D Representation Local 3D Representation

OR
OR

c1, c2

φ2D

c

p

p1,p2

πm = (X3D,X2D, c,p)

πe = (X3D,X2D, φ2D, c1, c2,p1,p2)

Figure 6.3: Illustration of the representation of a 3D entity. From the 2D and 3D information, local 2D
and 3D representation is extracted.

Extraction of the planar representation requires knowledge about the type of local 3D structure of the

3D entity (see figure 6.3). Namely, if the 3D entity is a continuous surface, then only one plane needs to

be extracted; if the 3D entity is an orientation discontinuity, then there will be two planes for extraction;

if the 3D entity is a gap discontinuity, then there will also be two planes for extraction.

In the case of a continuous surface, a single plane is fitted to the set of 3D points in the 3D entity

in question. For orientation discontinuous 3D structures, extraction of the planar representation is not
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straight-forward. For these structures, our approach was to fit unit-planes1 to the 3D points of the 3D

entity and find the two clusters in these planes using k-means clustering of the 3D orientations of the small

planes. Then, one plane is fitted for each of the two clusters, producing the bi-fold planar representation

of the 3D entity.

Color representation is extracted in a similar way. If the image patch is a homogeneous structure,

then the average color of the pixels in the patch is taken to be the color representation. If the image

patch is edge-like, then it has two colors separated by the line which goes through the center of the image

patch and which has the 2D orientation of the image patch. In this case, the averages of the colors of

the different sides of the edge define the color representation in terms of c1 and c2. If the image patch is

corner-like, the color representation becomes undefined.

6.1.2 Collecting the Data Set

In our analysis, we form pairs out of πes that are close enough (see below), and for each pair, we check

whether monos in the scene are coplanar to the elements of the pair or not. As there are plenty of monos

in the scene, we only consider a subset of monos for each pair of πe that are suspected to be relevant to the

analysis because otherwise, the analysis becomes computationally intractable. The situation is illustrated

in figure 6.4(a). In this figure, two πe and three regions are shown; however, only one of these regions

(i.e., region A) is likely to have coplanar monos (e.g., see figure 6.1(a)). This assumption is based on

the observation of how objects are formed in the real world: objects have boundaries which consists of

edge-like structures who bound surfaces, or image areas, of the object. The image area that is bounded

by a pair of edge-like structures is likely to be the area that has the normals of both structures. For convex

surfaces of the objects, the area that is bounded belongs to the object; however, in the case of concave

surfaces, the area covered may also be from other objects, and the extent of the effect of this is part of the

analysis.

Let P denote the set of pairs of proximate πes whose normals intersect. P can be defined as:

P =
{
(πe

1, π
e
2) | ∀πe

1, π
e
2, π

e
1 ∈ Ω(πe

2), I(⊥ (πe
1),⊥ (πe

2))
}
, (6.3)

whereΩ(πe) is the N-pixel-2D-neighborhood of πe; ⊥ (πe) is the 2D line orthogonal to the 2D orientation

1Unit-planes mean planes that are fitted to the 3D points that are 1-pixel apart in the 2D image.
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Figure 6.4: (a) Given a pair of edge features, coplanarity relation can be investigated for homogeneous
image patches inside regions A, B and C. However, due to computational intractability reasons, this
chapter is concerned in making the analysis only in region A (see the text for more details). (b)-(d)
A few different configurations of edge features that might be encountered in the analysis. The difficult
part of the investigation is to make these different configurations comparable, which can be achieved
by fitting a shape (like square, rectangle, circle, parallelogram, ellipse) to these configurations. (e) The
ellipse, among the alternative shapes (i.e., square, rectangle, circle, parallellogram) turns out to describe
the different configurations shown in (b)-(d) better. For this reason, ellipse is for analyzing coplanarity
relations in the rest of the chapter.
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of πe, i.e., the normal of πe; and, I(l1, l2) is true if the lines l1 and l2 intersect. N is set to 100.

It turns out that there are a lot of different configurations possible for a pair of edge features based on

relative position and orientation, which are illustrated for a few cases in figure 6.4(b)-(d). The difficult

part of the investigation is to be able to compare these different configurations. One way to achieve this

is to fit a shape to region A which can normalize the coplanarity relations by its size in order to make

them comparable (see section 6.2 for more information).

The possible shapes would be square, rectangle, parallelogram, circle and ellipse. Among the alter-

natives, it turns out that an ellipse (1) is computationally cheap and (2) fits to different configurations

of π1 and π2 under different orientations and distances without leaving region A much. Figure 6.4(e)

demonstrates the ellipse generated by an example pair of edges in figure 6.4(a). The center of the ellipse

is at the intersection of the normals of the edges, which is called the intersection point (IP) in the rest of

the chapter.

The parameters of an ellipse are composed of two focus points f1, f2 and the minor axis b. In the

current analysis, the more distant 3D edge feature determines the foci of the ellipse (and, hence, the major

axis), and the other 3D edge feature determines the length of the minor axis. Alternatively, the ellipse

can be constructed by minimizing an energy functional which optimizes the area of the ellipse inside

region A and going through the features π1 and π2. However, for the sake of speed issues, the ellipse is

constructed without optimization.

See appendix C.1 for details on how we determine the parameters of the ellipse.

For each pair of edges in P, the region to analyze coplanarity is determined by intersecting the

normals of the edges. Then, the monos inside the ellipse are associated to the pair of edges.

Note that a πe has two planes that represent the underlying 3D structure. When πes become associated

to monos, only one plane, the one that points into the ellipse, remains relevant. Let πse denote the semi-

representation of πe which can be defined as:

πse = (X3D,X2D, c,p). (6.4)

Note that πse is equivalent to the definition of πm in equation 6.2.
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(a) (b)

(c) (d)

Figure 6.5: Illustration of a pair of πe and the set of monos associated to them. (a) The input scene. A pair
of edges (marked in blue) and the associated monos (marked in green) with an ellipse (drawn in black)
around them shown on the input image. See (c) for a zoomed view. (b) The 3D representation of the
scene in our 3D visualization software. This representation is created from the range data corresponding
to (a) and is explained in the text. (c) The part of the input image from (a) where the edges, the monos
and the ellipse are better visible. (d) A part of the 3D representation (from (b)) corresponding to the pair
of edges and the monos in (c) is displayed in detail where the edges are shown with blue margins; the
monos with the edges are shown in green (all monos are coplanar with the edges). The 3D entities are
drawn in rectangles because of the high computational complexity for drawing circles.

Let T denote the data set which stores P and the associated monos which can be formulated as:

T =
{
(πse

1 , π
se
2 , π

m) | (πe
1, π

e
2) ∈ P, πm ∈ Sm, πm ∈ E(πe

1, π
e
2)
}
, (6.5)

where Sm is the set of all πm.

A pair of πes and the set of monos associated to them are illustrated in figure 6.5. The edges are

shown in blue, and the coplanar and non-coplanar monos are shown in green and red, respectively.

6.1.3 Definition of coplanarity

Two entities are coplanar if they are on the same plane. Coplanarity of edge features and monos is

equivalent to coplanarity of two planar patches: two planar patches A and B are coplanar if (1) they are

parallel and (2) the planar distance between them is zero.
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See appendix C.2 for more information.

6.2 Results
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Figure 6.6: Likelihood distribution of coplanarity of monos. In each sub-figure, left-plot shows the
likelihood distribution whereas right-plot shows the frequency distribution. (a) The likelihood of the
coplanarity of a mono with πe

1 or πe
2 against the distance to πe

1 or πe
2. This is the unconstrained case;

i.e., the case where there is no information about the coplanarity of πe
1 and πe

2. (b) The likelihood of the
coplanarity of a mono with πe

1 and πe
2 against the distance to πe

1 or πe
2.

The data set T defined in equation 6.5 consists of pairs of πe
1, πe

2 and the associated monos. Using this

set, we compute the likelihood that a mono is coplanar with πe
1and/or πe

2 against a distance measure.

The results of the current analysis are shown in figures 6.6 and 6.8 and 6.9.

In figure 6.6(b), the likelihood of the coplanarity of a mono against the distance to πe
1 or πe

2 is shown.

This likelihood can be denoted formally as P(cop(πm, πe
1 & πe

2) | dN(πm, πe)) where cop(πm, πe
1 & πe

2)

is defined as cop(πe
1, π

e
2) ∧ cop(πm, πe), and πe is either πe

1 or πe
2. The normalized distance measure2

dN(πm, πe) is defined as:

dN(πm, πe) =
d(πm, πe)

2
√

d(πe
1, IP)2 + d(πe

2, IP)2
, (6.6)

where πe is either πe
1 or πe

2, and IP is the intersection point of πe
1 and πe

2. We see in figure 6.6(b) that the

likelihood decreases when a mono is more distant from an edge. However, when the distance measure

2In the following plots, the distance means the Euclidean distance in the image domain.
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Figure 6.7: Likelihoods from figures 6.6(a) and 6.6(b) with a more strict coplanarity relation (namely,
we set the thresholds Tp and Td to 10 degrees and 0.2, respectively. See Appendix for more information
about these thresholds). (a) Figure 6.6(a) with more strict coplanarity relation. (b) Figure 6.6(b) with
more strict coplanarity relation.

gets closer to one, the likelihood increases again. This is because, when a mono gets away from either πe
1

or πe
2, it gets closer to the other πe.

In figure 6.6(a), we see the unconstrained case of figure 6.6(b); i.e., the case where there is no in-

formation about the coplanarity of πe
1 and πe

2; namely, the probability P(cop(πm, πe) | dN(πm, πe)) where

πe is either πe
1 or πe

2. The comparison with figure 6.6(b) shows that the existence of another edge in the

neighborhood increases the likelihood of finding coplanar structures. As there is no other coplanar edge

in the neighborhood, the probability does not increase when the distance is close to one (compare with

figure 6.6(b)).

It is intuitive to expect symmetries in figure 6.6. However, as (1) the roles of πe
1 and πe

2 in the ellipse

are fixed, and (2) one πe is guaranteed to be on the major axis, and the other πe may or may not be on the

minor axis, the symmetry is not observable in figure 6.6.

To see the effect of the coplanarity relation on the results, we reproduced figures 6.6(a) and 6.6(b)

with a more strict coplanarity relation (namely, we set the thresholds Tp and Td to 10 degrees and 0.2,

respectively. See Appendix C.2 for more information about these thresholds). The results with more con-

strained coplanarity relation are shown in figure 6.7. Although the likelihood changes quantitatively, the
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Figure 6.8: The likelihood of the coplanarity of a mono against the distance to IP. Left-plot shows the
likelihood distribution whereas right-plot shows the frequency distribution.

figure shows the qualitative behaviours that have been observed with the standard thresholds. Moreover,

we cross-checked the results for subsets of the original dataset (results not provided here) and confirmed

the same qualitative results.

In figure 6.8, the likelihood of the coplanarity of a mono against the distance to IP (i.e., P(cop(πm, πe
1 & πe

2) | dN(πm, IP)))

is shown. We see in the figure that the likelihood shows a flat distribution against the distance to IP.

In figure 6.9, the likelihood of the coplanarity of a mono against the distance to πe
1 and πe

2 (i.e.,

P(cop(πm, πe
1 & πe

2) | dN(πm, πe
1), dN(πm, πe

2))) is shown. We see that when πm is close to πe
1 or πe

2, it is

more likely to be coplanar with πe
1 and πe

2 than when it is equidistant to both edges. The reason is that,

when πm moves away from an equidistant point, it becomes closer to the other edge, in which case the

likelihood increases as shown in figure 6.6(b).

The results, especially figures 6.6(b) and 6.6(a) confirm the importance of the relation illustrated in

figure 6.1(a).
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Figure 6.9: The likelihood of the coplanarity of a mono against the distance to πe
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2. Left-plot
shows the likelihood distribution whereas right-plot shows the frequency distribution.

6.3 Discussion

This chapter analyzed whether depth at homogeneous image structures is related to the depth of edge-like

structures in the neighborhood. Such an analysis is important for understanding the possible mechanisms

that could underlie depth interpolation processes. Our findings show that an edge feature provides signif-

icant evidence for making a depth prediction at a homogeneous image patch that is in the neighborhood.

Moreover, the existence of a second edge feature in its neighborhood which is not collinear with the first

edge feature increases the likelihood of the prediction.

Using second order relations and higher order features for representing the 2D image and 3D range

data, we produce confirming results that the natural scene geometry is simpler compared to 2D images

(see, [Yang and Purves, 2003]).

By extracting a more complex representation than existing range-data analysis studies, we could

point to the intrinsic properties of the 3D world and its relation to the image data. This analysis is im-

portant because (1) it may be that the human visual system is adapted to the statistics of the environment

[Brunswik and Kamiya, 1953, Knill and Richards, 1996, Krueger, 1998, Olshausen and Field, 1996, Purves and Lotto, 2002,

Rao et al., 2002], and (2) it may be used in several computer vision applications (for example, depth

estimation) in a similar way as in [Elder and Goldberg, 2002, Elder et al., 2003, Pugeault et al., 2004,

Zhu, 1999].
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6.3.1 Limitations of the current work

An important limitation has already been mentioned in section 5.5.1, regarding the type of scenes that

have been used. It was said that alternative scenes like pure forest scenes or scenes taken from an envi-

ronment with totally round objects. However, we believe that our dataset captures the general properties

of the scenes that a human being encounters in daily life.

Different scenes might produce quantitatively different but qualitatively similar results. For example,

coplanarity relations would be harder to predict for forest scenes since (depending on the scale) surface

continuities are harder to find; however, on a bigger scale, some forest scenes are likely to produce the

same qualitative results presented in this chapter because of piecewise planar leaves which are separated

by gap discontinuities.

It should be noted that acquisition of range data with color images is very hard for forest scenes since

the color image of the scene is taken after the scene is scanned with the scanner. During this period, the

leaves and the trees may move (due to wind etc.), making the range and the color data inconsistent. In

office environments, a similar problem arises: due to lateral separation between the digital camera and

range scanner, there is the parallax problem, which again produces inconsistent range-color association.

For an office environment, a small-scale range scanner needs to be used.

The statistics presented in this chapter can be extended by analyzing forest scenes, office scenes

etc. independently. The comparison of such independent analyses should provide more insights into the

relations that this chapter have investigated but we believe that the qualitative conclusions of this chapter

would still hold.

6.4 Acknowledgements

We would like to thank RIEGL U.K. Ltd. for providing us with chromatic 3D range data. The publica-

tions of the author which are relevant for this chapter are [Kalkan et al., 2007d, Kalkan et al., 2007c].



Chapter 7
A Model for Depth Prediction from 3D

Edge Features

Chapter 6 suggested that a 3D edge feature with a surface representation is able to predict the depth of a

homogeneous image patch. It quantified that the strength of this prediction decreases with the distance

between the homogeneous image patch and the edge feature, and that the existence of a second 3D edge

feature in the neighborhood of a homogeneous image patch increases the likelihood of this prediction.

Motivated by these results in chapter 6, the current chapter is interested in the prediction of depth at

homogeneous image patches (called monos; see section 2.2) from the depth of the edges1 in the scene

using a voting model. The model starts by creating a representation of the input stereo image pair in terms

of local features corresponding to edge-like structures and monos (as introduced in [Krüger et al., 2004b]

and in section 2.2). The depth at edge-like features is extracted using a feature-based stereo method

introduced in [Pugeault and Krüger, 2003]. This provides a 3D-silhouette of the scene which however

can include strong outliers and ambiguous interpretations in particular when large disparities and low

thresholds on matching similarities are used (figure 7.1). The depth of a certain mono, then, is voted by

the 3D edge-like features that are part of this 3D-silhouette.

A typical scenario with extracted 3D information (using stereo) is shown in figure 7.1. We see that

1Note that the 3D edges in chapter 6 are extracted from range data, and therefore, includes surface information on two sides
of an edge. The 3D edge features in this chapter, however, are extracted from stereo, and includes only 3D line orientation (see
section 2.2).
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(a) (b)
e

(c)

Figure 7.1: (a-b) An input stereo pair. (c) Results of a feature-based stereo algorithm taken from
[Pugeault and Krüger, 2003]. This is a view from our 3D displaying software which shows the 3D edge
features as rectangles for the sake of simplicity. Note that stereo information can contain outliers.

stereo computation may produce strong outliers which prohibit a direct application of a surface interpo-

lation process as it is not trivial to differentiate between the outliers and the reliable stereo information.

Moreover, the 3D features at the edges of the road that should be reliable turn out not to share a common

surface nor a common 3D line (see figure 7.1(c)). Therefore, applying a surface interpolation method on

such input data is expected to lead to an erroneous interpretation of the scene. In this chapter, we will

show that our depth prediction method is able to cope with these situations.

We compare our depth prediction method with several dense stereo methods (with local as well as

global optimizations) on real and artificial scenes where the amount of texture can be controlled to see

the effect of texture on the performance of the different approaches. We show that dense stereo methods

are best suited for textured image areas whereas our method performs well on homogeneous or weakly-

textured image areas or edges. The results suggest a combination of the two different approaches into a

single model that can perform well at both textured and homogeneous or weakly-textured image areas.

The contributions of this chapter can be listed as:

• A novel voting-based method for predicting depth at homogeneous image areas using just the 3D

line orientation at 3D local edge-features.

• Our votes have reliability measures which are based on the co-planarity statistics of 3D local sur-

face patches provided in [Kalkan et al., 2007e] and chapter 6.

• Comparison with dense stereo on real and artificial scenes where we control the amount and the

type of texture to see the effect on performance of the different approaches.
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Depth prediction should be regarded as one depth cue which utilizes the 3D information at the edges.

The utilization of the edges for depth prediction is along the lines of 3D surface interpretation from line

drawings of objects [Barrow and Tenenbaum, 1981]. As motivated in chapter 1, depth prediction can

be understood as a feedback mechanism which completes the missing information in early vision. This

makes depth prediction a part of an early cognitive vision framework where different cues interact with

each other to remove the ambiguities and the missing information in early vision.

7.1 Cues for depth extraction

a) b)

c)

d)

e)

f) g)

Figure 7.2: Pictorial, i.e., monocular cues for depth extraction. Perspective (a) and texture-gradient (b)
are important cues since (1) due to perspective projection, farther objects appear smaller in an image,
and (2) most surfaces have a texture whose gradient changes with the surface normal and the distance
to the camera. In (c), we see the cases of both a perspective cue and the texture gradient. In most
cases, monocular cues are not able to provide exact depth, or surface, information like in (d), where we
see texture-gradient (due to leaves of the trees) and perspective cue. Occlusion (e) is another widely
observed cue; occlusion provides a depth cue by making statements about the ordering of the objects,
i.e., the occluding object is in front of the occluded object. The shading on a surface can be used also as
a depth cue (f), which is called shape from shading in the literature. Another example for monocular cue
is atmospheric effect (g), where the far away objects and surfaces look less sharp and more blurred.
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Figure 7.3: Line drawing of a scene. Picture courtesy of [van Diepen and Graef, 1994].

In this section, we provide an overview of the different cues for depth extraction and briefly elaborate

on the problems associated with some of these cues. It can be argued that one important task of vision is

derive the 3D interpretation of a scene from its image projections. For this, two main types of depth cues

are used: monocular, or pictorial, cues where the 3D interpretation is made using only one view of the

scene; and multi-view, or correspondence-based, cues where at least two views of the scene are used for

the 3D interpretation.

Examples of monocular cues include perspective distortion, texture-gradient, occlusion, shading and

atmospheric effect (figure 7.2). Perspective (figure 7.2(a)) and texture-gradient (figure 7.2(b)) are im-

portant cues since (1) due to perspective projection, farther objects appear smaller in an image, and

(2) most surfaces have a texture whose gradient changes with the surface normal and the distance to

the camera. In (figure 7.2(c)), we see the cases of both a perspective cue and the texture gradient. In

most cases, monocular cues are not able to provide exact depth, or surface, information like in (fig-

ure 7.2(d)), where we see texture-gradient (due to leaves of the trees) and perspective cue. Occlu-

sion (figure 7.2(e)) is another widely observed cue; occlusion provides a depth cue by making state-

ments about the ordering of the objects, i.e., the occluding object is in front of the occluded object.

The shading on a surface can be used also as a depth cue (figure 7.2(f)), which is called shape from

shading in the literature [Ragheb and Hancock, 2002]. Another example for a monocular cue is the

atmospheric effect (figure 7.2(g)), where the far away objects and surfaces look less sharp and more

blurred. Psychophysical experiments have demonstrated that the 3D information about surfaces can

also be recovered from the line drawings of an object (see, e.g., [Barrow and Tenenbaum, 1981] and

figure 7.3). Monocular cues can most of the time provide only relative depth information, or depth

ordering between different surfaces or objects unless prior information about the scene or the objects
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are used. Computational modelling of monocular cues has been limited since sophisticated interac-

tions of the different cues are difficult to formulate; for example, from extensive research on shape from

shading [Ragheb and Hancock, 2002, Robles-Kelly and Hancock, 2004], it turned out that these methods

only work under very controlled illumination conditions. Similar observations can be made for texture-

gradient [Clerc and Mallat, 2002].

Multi-view cues such as motion and stereo, on the other hand, can yield absolute depth values without

prior information about the scene or the objects. Such cues use the projections of a 3D point in the differ-

ent views to reconstruct the depth information by using simple trigonometric relations [Faugeras, 1993,

Hartley and Zisserman, 2000]. For this, the corresponding projections of a 3D point from the different

views need to be found. Usually called the correspondence problem in the literature, this search is not

trivial since for each image point, or a feature, in a first frame, the matching point, or feature, in a second

view is sought. This requires that a globally-distinguishable local structure exists at each image point,

which does not always hold in natural scenes. For example, homogeneous or weakly-textured image

areas are hard to match since they do not have distinguishable structures. Repetitive textures or patterns

also face difficulties even though they carry image structure. In the case of a stereo setup, this search

problem is simplified due to the geometry of the cameras, i.e., the epipolar constraint, which states that

the matching point of an image point in the first view can only be on a line (called the epipolar line),

which is defined by the geometry of the cameras [Faugeras, 1993, Hartley and Zisserman, 2000].

There are two main computational approaches for stereo computation: dense and sparse methods.

The dense methods tackle the correspondence problem at the signal level and try to compute stereo infor-

mation for every pixel. They are complete, computationally expensive and are limited to small images,

small disparities and baselines. The sparse methods, on the other hand, make use of image features rather

than pixels for finding the correspondences, and therefore, produce only sparse depth information. Due

to sparsity, they are computationally cheap, and they can work with big images, big disparities and big

baselines. Dense methods require textured surfaces, where the textures are not repetitive (unless there is

a global optimization step; see section 7.5) whereas sparse methods are applicable for scenes where the

utilized features are meaningful.

Attention and the utilization of existing information about objects and scenes are important mecha-

nisms in the human visual system for interpreting the 3D information of a scene. Object knowledge, for

example, is argued to increase the accuracy and the speed of performing several tasks that require visual
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perception [Bruce et al., 2003]. Such high-level information are likely to be exploited by using feedback

to the lower visual processing levels.

As mentioned in chapter 1, the experiments suggest that depth cues which are not directly based on

correspondences evolve rather late in the development of the human visual system [Kellman and Arterberry, 1998].

This indicates that experience may play an important role in the development of these cues, i.e., that

we have to understand depth perception as a statistical learning problem [Knill and Richards, 1996,

Purves and Lotto, 2002, Rao et al., 2002].

An interesting question is about the reason of the existence of numerous depth cues. This is likely to

be due to the redundancy of information in natural scenes. However, in general, a single cue is not enough

for a full 3D reconstruction of a scene and more than one cue needs to be fused. For example, accuracy

of stereo drops quickly with the distance from the camera (Grimson [Grimson, 1993] also questioned the

extent of computational stereo vision as a depth cue). Moreover, there exist human beings without stereo

vision, who are able to perceive the 3D world.

The current chapter introduces a depth prediction method which utilizes the 3D information at the

edges in order to recover the missing depth information at weakly-textured image areas. For this, it uses

a feature-based (i.e., sparse) stereo algorithm; however, the stereo algorithm can be replaced by any other

depth cue which produces the required 3D information at the edges of an image. Completion of the

missing depth information in early vision using interactions between 3D edge features makes the depth

prediction method a part of early cognitive vision, i.e., at a higher processing stage than stereo. The

proposed method can be considered as one novel depth cue that, of course, needs to interact with other

cues.

7.2 Related studies

The work of Grimson [Grimson, 1982] can be regarded as the pioneer of surface interpolation studies.

In [Grimson, 1982], Grimson proposed fitting square Laplacian functionals to surface orientations at ex-

isting 3D points utilizing a surface consistency constraint called ’no news is good news’. The constraint

argues that if two image points do not have a contrast difference in-between, then they can be assumed

to be on the same 3D surface (see [Kalkan et al., 2006] and chapter 5 for a quantification of this as-

sumption). The work of [Grimson, 1982] is extended in [Grimson, 1984] with shape from shading. In
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[Grimson, 1982], it is assumed that 3D orientation is available, and the input 3D points are dense enough

for second order differentiation.

Interpretation of line drawings for recovering surface information is of relevance to our work. In

[Barrow and Tenenbaum, 1981], lines are classified as extremal (where a surface turns away from the

camera smoothly like at the edges of a sphere) or discontinuity (where a smooth surface terminates or

intersects with another) by making use of the junction labels and global relations like symmetry and par-

allelism. They assume that (1) extremal points (the boundaries of the objects) in an image correspond to

surface orientations which are normal to the image curve and the line of sight, and that (2) discontinuities

(lines other than extremal points) lead to a possible set of surface orientations which are normal to 3D

edge at the discontinuity point. The underlying assumptions of [Barrow and Tenenbaum, 1981] are that

(1) a clean contour of the scene is provided, and that (2) the object is separated from the background.

Moreover, the results provided in [Kalkan et al., 2006] (and in chapter 5) suggest that it may not be a

good idea to assume that edges correspond to only one type of surface orientation. Other methods that

are based on line drawing interpretations (e.g., [Nalwa, 1989, Stevens, 1981, Ulupinar and Nevatia, 1991,

Ulupinar and Nevatia, 1993]) are similar to [Barrow and Tenenbaum, 1981].

In [Guy and Medioni, 1994], 3D points with surface orientation are interpolated using a perceptual

constraint called co-surfacity which produces a 3D association field (which is called the Diabolo field

by the authors) similar to the association field used in 2D perceptual contour grouping studies. The

association field casts votes around existing 3D points, and these votes are combined. If the points do not

have 3D orientation, they estimate the 3D orientation first (by fitting a surface model locally) and then

apply the surface interpolation step. Our work is different from [Guy and Medioni, 1994] in that they

used the association field for filling in the missing depth information only around an existing 3D point

whereas in our work, we allow long range interactions between edge descriptors, making use of only the

3D line orientation at the edges. Moreover, we utilize the votes of a pair of 3D edge descriptors rather

than individual votes of 3D points.

Two other relevant studies are [Hoff and Ahuja, 1989, Lee et al., 2002]. They both argued that stereo

matching and surface interpolation should not be sequential but rather simultaneous. [Hoff and Ahuja, 1989]

fits local planes to disparity estimates from the zero-crossings of a stereo pair to make rough sur-

face estimates which are then interpolated taking the occlusions into account. The disadvantages of

[Hoff and Ahuja, 1989] are that their model fits a local plane to the disparity of a set of zero-crossings,
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which is not accurate since the disparity at zero-crossings can reconstruct a 3D surface normal only up to

a certain accuracy [Faugeras, 1993]. On the other hand, we are concerned with predictions (1) of 3D line

orientations of the edges, (2) using long-range relations and (3) voting mechanisms. Moreover, as Hoff

and Ahuja have tested their approach only on very textured scenes, the applicability of the approach to

homogeneous image areas is not clear. [Lee et al., 2002] employs the following steps: A dense disparity

map is computed, and the disparities corresponding to inliers, surfaces and surface discontinuities are

marked and combined using tensor voting. The surfaces are then extracted from the dense disparities

using marching cubes approach.

Our method is related to shape from silhouette methods which try to estimate the 3D information from

the occluding edges of a single object (see, e.g., [Kang et al., 2001, Liu et al., 2007]). As put forward in

[Liu et al., 2007], these methods are limited to objects which are generated by a full rotation of a 1D

curved structure around an axis, and the underlying principles are valid only for occluding edges. Such

methods are usually combined with stereo in order to have a more efficient and a better performance

[Matsumoto et al., 1999, Esteban and Schmitt, 2004].

In [Terzopoulos, 1982, Terzopoulos, 1988], stereo is computed at different scales, and instead of col-

lapsing the results of these different scales into a single layer of disparity estimation and then applying

surface interpolation, surface interpolation is applied separately for each scale and the results are com-

bined.

Our work is different from the above mentioned works since it does not assume that the input stereo

points are dense enough to compute their 3D orientation. Instead, our method relies on the 3D line-

orientations of the edge segments which are extracted using a feature-based stereo algorithm (proposed in

[Pugeault and Krüger, 2003]). The second difference is that we employ a voting method which is different

from tensor-voting ([Lee and Medioni, 1998, Lee et al., 2002]) in that it allows long-range interactions in

empty image areas and only in certain directions in much less computations than tensor-voting, in order

to predict both the depth and the surface orientation.

We would like to distinguish depth prediction from surface interpolation because surface interpo-

lation assumes that there is already a dense depth map of the scene available in order to estimate the

3D orientation at points (see, e.g., [Grimson, 1982, Guy and Medioni, 1994, Lee and Medioni, 1998,

Lee et al., 2002, Terzopoulos, 1988]) whereas our understanding of depth prediction makes use of only

3D line-orientations at edge-segments which are computed using a feature-based stereo proposed in
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[Pugeault and Krüger, 2003].

7.3 Relations between Primitives

The sparse and the symbolic nature of primitives allows the following relations to be defined on them.

These relations are used in deciding which features are used to make a depth prediction. See [Kalkan et al., 2007b]

for more information about these relations.

[Pugeault et al., 2008] showed that the uncertainty of the 3D position of points, which are recon-

structed using stereo, increases with the distance from the camera. A similar case occurs for the re-

construction of 3D orientation: line orientations parallel to the epipolar line have big uncertainties

[Pugeault et al., 2008]. These results suggest that the relations defined in this section are suitable for

close objects and non-epipolar edges2 in a scene. This is in turn a limitation of the depth prediction

method proposed in this chapter; i.e., the depth prediction method is not suitable for distant surfaces or

surfaces which are defined only by epipolar edges.

7.3.1 Co–planarity

Two 3D edge primitives Πe
i and Πe

j are defined to be co–planar if their orientation vectors ti and t j lie on

the same plane, i.e.:

cop(Πe
i ,Π

e
j) = 1 − |projt j×vi j

(ti × vi j)|, (7.1)

where vi j is the vector (Xi − X j); Θi and Θ j are the 3D orientations; and, proju(a) is the projection of

vector a over vector u and defined as:

proju(a) =
a · u
‖ u ‖2

u. (7.2)

Among the perceptual relations used in this thesis, the co-planarity relation is affected by the uncertainty

of reconstruction the most since it uses both the 3D position and the 3D line orientation. The co–planarity

relation is illustrated in figure 7.4.

2Epipolar edges are those who are parallel to the epipolar line.
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Figure 7.4: Co–planarity of two 3D primitives Πe
i and Πe

j.
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Figure 7.5: Linear dependence of three πe
i , πe

j and πe
k. In this example, πe

i is linearly dependent with πe
j

whereas πe
k is linearly independent of other primitives.

7.3.2 Linear dependence

Two 3D primitives Πe
i and Πe

j are defined to be linearly dependent if the three lines which are defined by

(1) the 3D orientation of Πe
i , (2) the 3D orientation of Πe

j and (3) vi j are identical. Due to uncertainty in

the 3D reconstruction process, in this work, the linear dependence of two spatial primitives Πe
i and Πe

j is

computed using their 2D projections πe
i and πe

j. We define the linear dependence of two 2D primitives πe
i

and πe
j as:

lin(πe
i , π

e
j) = |projvi j

ti| × |projvi j
t j|, (7.3)

where ti and t j are the vectors defined by the orientations θi and θ j. Linear dependence is illustrated in

figure 7.5.
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πjπi πk

Figure 7.6: Co–colority of three 2D primitives πe
i , π

e
j and πk. In this example, πe

i and πe
j are co-color, so

are πe
i and πe

k; however, πe
j and πe

k are not co-color.

7.3.3 Co–colority

Two 3D primitives Πe
i and Πe

j are defined to be co–color if their parts that face each other have the same

color. In the same way as linear dependence, co–colority of two spatial primitivesΠe
i andΠe

j is computed

using their 2D projections πe
i and πe

j. We define the co–colority of two 2D primitives πe
i and πe

j as:

coc(πe
i , π

e
j) = 1 − dc(ci, c j), (7.4)

where ci and c j are the RGB representation of the colors of the parts of the primitives πe
i and πe

j that face

each other; and, dc(ci, c j) is Euclidean distance between RGB values of the colors ci and c j. Co-colority

between an edge primitive πe and and a mono primitive πm, and between two monos can be defined

similarly (not provided here). In figure 7.6, a pair of co–color and not co–color primitives are shown.

7.4 Formulation of the Model

For the prediction of the depth at monos, we developed a voting model. Voting models are suitable for

producing a result from data which includes outliers. In a voting model, there are a set of voters that state

their opinion about a certain event e. A voting model combines these votes in a reasonable way to make

a decision about the event e.

In the depth prediction problem, the event e to be voted for is the depth and the 3D orientation of

a mono πm, and the voters are the edge primitives {πe
i } (for i = 1, ...,NE) that bound the mono. In this

chapter, we are interested in the predictions of pairs of πe
i s, which are denoted by P j for j = 1, ...,NP.

While forming a pair P j from two edges πe
i and πe

k from the set of the bounding edges of a mono πm, we

have the following restrictions:

1. πe
i and πe

k should share the same color with the mono πm (i.e., the following relations should hold:

coc(πe
i , π

e
k) > Tcoc and coc(πe

i , π
m) > Tcoc).



7.4. Formulation of the Model 99

m
e

k
e

 j
e

i
m l

e

Figure 7.7: A set of primitives for illustrating why the relations co-planarity, co-colority and linear
dependence are required as restrictions for forming pairs from edges.

2. The 3D primitives Πe
i and Πe

k of πe
i and πe

k should be on the same plane (i.e., cop(Πe
i ,Π

e
k) > Tcop).

3. πe
i and πe

k should not be linearly dependent so that they define a plane (i.e., lin(πe
i , π

e
k) < Tlin).

In figure 7.7, such restrictions are illustrated for an example mono and a set of edge primitives that bound

it. The primitives πe
j and πe

m are on the same line (i.e., they are linearly dependent), and hence, they define

infinitely many planes. As for primitives πe
l and πe

k, they cannot define a plane, nor do they share the same

color.

The vote vi by a pair P j can be parameterized by:

vi = (X, ~n), (7.5)

where ~n is the normal of the mono πm, and X is its depth.

Each vi has an associated reliability or probability ri. They denote how likely the vote is based on the

believes of the pair Pi. It is suggested in [Kalkan et al., 2007e] and chapter 6 that the likelihood of a local

surface patch being co-planar with a 3D edge feature decreases with the distance between them. Inspired

from the results in [Kalkan et al., 2007e] and chapter 6, we define the reliability ri of a vote vi as:

ri = 1 −
1

min(d(πm, πe
1), d(πm, πe

2))
, (7.6)

where d(., .) is the Euclidean image distance between two features.
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b)

a)

Search Area Without Grouping With Grouping Input Image

Figure 7.8: Finding bounding edge primitives with and without grouping information for two different
monos which are marked in black in the first column. Using grouping information produces a more com-
plete boundary finding as shown in (a). However, using grouping may include unwanted edge primitives
in the boundary as shown in (b).

7.4.1 Bounding edges of a mono

Finding the bounding edges of a mono πm requires making searches in a set of directions di, i = 1, ...,Nd

for the edge primitives. In each direction di, starting from a minimum distance Rmin, the search is per-

formed up to a distance of Rmax in discrete steps s j, j = 1, ...,Ns. If an edge primitive πe is found in

direction di in the neighborhood Ω of a step s j, πe is added to the list of bounding edges and the search

continues with the next direction di+1.

The above mentioned method for finding the bounding edge primitives will lead to an incomplete

and sparse boundary detection (see figure 7.8) because the search is performed only in a set of discrete

directions. This can be improved by making use of the contour grouping information; when an edge

primitive πe is found in a direction di at step s j, if πe is part of a group G, then all the edge primitives in

G can be added to the list of bounding edges (see [Pugeault et al., 2006] and appendix B for information

about the grouping method we employ in this chapter).

Grouping information can lead to more complete and dense boundary finding as shown in figure

7.8(a); however, for certain objects, it may lead to worse results due to low contrast edges (see figure

7.8(b)).
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Figure 7.9: Illustration of how the vote of a pair of edge primitives is computed. The 3D primitives
Πe

i and Πe
j corresponding to the 2D primitives πe

i and πe
j define the plane p. The intersection of p with

the ray l that goes through the 2D mono πm and the camera center C then determines the position of the
estimated 3D mono Πm. The 3D orientation of Πm is set to be the orientation of the plane p.

7.4.2 The vote of a pair of edge primitives on a mono

A pair Pi of two edge primitives πe
j and πe

k with two corresponding 3D edge primitives Πe
j and Πe

k, which

are co-planar, co-color and linearly independent, defines a plane p with 3D normal n and position X.

The vote vl of Πe
j and Πe

k is computed by the intersection of the plane p with the ray l that goes

through the mono, πm, and the optical center of the camera (see figure 7.9). The ray l is computed using

the following formula ([Faugeras, 1993], pg41):

Xa = M−1(−p̃ + λx̃), (7.7)

where x̃ is the homogeneous position of πm; M and p̃ are respectively the 3x3 and the 3x1 sub-parts of

the 3x4 projection matrix Pm so that Pm = [M p̃]; and, λ is an arbitrary number. By using two different

values for λ, two different points on ray l are extracted which then are used to compute the ray l.

Because the ray l is unique for a mono πm, all the votes the mono πm will be on ray l (figure 7.10).

This property can be exploited for clustering the votes.

7.4.3 Combining the votes

The votes can be integrated using different ways to estimate the 3D representation Πm of a 2D mono πm.

One way is to take the weighted average of the votes. Weighted averaging is adversely affected by the

outliers. For this reason, we cluster the votes and do the averaging inside the best cluster. The votes
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(a) (b)

(c) (d)

Figure 7.10: The distribution of the votes for a few monos shown in the 3D Euclidean space. Sub-figures
(a)-(c) are clear examples where there are two clusters. However, such clear clusters do not always exist
(d).

and how they cluster in 3D Euclidean space are shown in figure 7.10 for a few examples. Two clusters

in figure 7.10 can be considered as two different depth hypotheses that can be distinguished by a higher

level process.

Let us denote the clusters by ci for i = 1, ...,Nc. Then,

Πm = arg maxci #ci. (7.8)

where # is the cardinality of a cluster. Equation 7.8 defines the best cluster as the most crowded one. The

best cluster can be alternatively chosen to be a cluster which has the highest reliability. In this paper, we

adopted the definition in equation 7.8.

Clustering the votes can filter outliers out whereas it is slow. Moreover, it is not trivial to determine

the number of clusters from the data points that will be clustered.
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In this paper, we implemented (1) a histogram-based clustering where the number of bins is fixed,

and the best cluster is considered to be the bin with the most number of elements, and (2) a clustering

algorithm where the number of clusters is determined automatically by making use of a cluster-regularity

measure and maximizing this measure iteratively.

(1) is a simple but fast approach whereas (2) is considerably slower due to the iterative-clustering

step. Our investigations showed that (1) and (2) produce similar results (the comparative results are not

provided in this paper). For this reason, we have adopted (1) as the clustering method for the rest of the

paper.

The best two clusters of the votes (figure 7.10) at a mono can be considered as two different depth

hypotheses. Our depth model can be extended easily so that it keeps two different hypotheses at each

mono until they can be disambiguated by a higher-level process.

7.4.4 Combining the predictions using area information

3D surfaces project as areas into 2D images. Although one surface may project as many areas in the 2D

image, it can be assumed most of the time that the image points in an image area are part of the same 3D

surface.

Figure 7.11(a) shows the predictions of a surface. Due to possible outliers in the stereo computation,

depth predictions are scattered around the surface that they are supposed to represent. We show that it is

possible to segment the 2D image into areas based on intensity similarity and combine the predictions in

areas to get a cleaner and more complete surface prediction.

We segment an input image I into areas Ai, i = 1, ..,NA using co-colority (see section 7.3) between

primitives utilizing a simple region-growing method; the areas are grown until the image boundary or an

edge-like primitive is hit. Figure 7.11(b) shows the segmentation of one of the images from figure 7.1.

For more examples, see figure 7.12.

In this chapter, we assume that each Ai has a corresponding surface S i defined as follows:

S i(x, y, z) = ax2 + by2 + cz2 + dxy + eyz + fxz + gx + hy + iz = 1. (7.9)

Such a surface model allows a wide range of surfaces to be represented, including spherical, ellipsoid,

quadratic, hyperbolic, conic, cylindric and planar surfaces.
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(a) (b)

(c) (d)

Figure 7.11: (a) The predictions on the surface of the road for the input images shown in figure 7.1
(predictions are marked with red boundaries). The predictions are scattered around the plane of the road,
and there are wrong predictions due to possible outliers in the computed stereo. The figure is a snapshot
from our 3D displaying software. (b) Segmentation of one of the input images given in figure 7.1 into
areas using region-growing based on primitives. (c) The surface extracted from the predictions shown in
(a). (d) The predictions from (a) that are corrected using the extracted surface shown in sub-figure (c).

S i is estimated from the predictions in Ai by solving for the coefficients using a least-squares method.

As there are nine coefficients, such a method requires at least nine predictions to be available in area

Ai. For the predictions shown in figure 7.11(a), the estimated surface is shown in figure 7.11(c) using a

sparse sampling.

Having an estimated S i for an area Ai makes it possible to correct the mono predictions using the

estimated surface S i: Let Xn be the intersection of the surface S i with the ray that goes through πm and

the camera, and nn be the surface normal at this point (defined by nn = (δS i/δx, δS i/δy, δS i/δz) ). Xn and

nn are respectively the corrected position and the orientation of mono Πm.

Corrected 3D monos for the example scene is shown in figure 7.11(d). Comparison with the initial

predictions which are shown in figure 7.11(a) concludes that (1) outliers are corrected with the extracted
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Figure 7.12: A set of images (on the left) and the extracted areas (on the right). Homogeneous primitives
belonging to different areas are encoded in different colors.

surface representation, and (2) orientations and positions are qualitatively better. Surface information can

further be used to remove the possible outliers in the 3D edge features that are extracted using stereo.

7.4.5 Round object mode

Since the votes of every pair of edge features in the boundary of an image area are considered for making a

depth prediction, the above described method is biased towards estimating a planar surface even on round

surfaces. In this section, a solution involving the curved groups of image areas is proposed. The reason

for using curved groups is because curvature is known to be a non-accidental feature [Biederman, 1987]

which suggests the existence of a round surface. As will be shown in section 7.6.2, dense methods also

fail at round surfaces due to implicit disparity smoothness constraints.

The proposed solution can reconstruct curved surfaces of round objects only if the cameras are po-

sitioned so that their 2D projections have curved edges. Otherwise, the 2D edges of the object can
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(a) (b)

Figure 7.13: Detected curved groups (b) which are extracted from (a). The edges of a curved group are
shown in green. There are several ’layers’ of groups at the vertical edges of the cylinder due to shading.
The vertical groups (associated with horizontal arrows) shown in (c) predict a planar surface, and in order
to predict a round surface, the curved groups need to be used.

reconstruct only a straight edge. Moreover, the proposed solution works only if the curvature of the sur-

face changes in one direction, because of which ovoidal (such as spherical and ellipsoidal) surfaces can

not be recovered.

We add a round object mode to our model. In this mode:

1. the bounding edges of a mono are grouped,

2. these groups are ordered (see below),

3. the curved groups are found (see below),

4. if there are at least two curved groups, only the curved groups are allowed to make predictions,

5. a one-to-one association is established between ordered curved groups,

6. predictions are accepted only from the pairs of such one-to-one associations.

Extraction of the 3D surface by using the curvature of the groups is along the lines of 3D shape inter-

pretation from the line drawings of objects [Barrow and Tenenbaum, 1981, Nalwa, 1989, Stevens, 1981,

Ulupinar and Nevatia, 1991, Ulupinar and Nevatia, 1993].

The depth prediction method can switch to the the round object mode by detecting whether there are

enough curved groups. If there are two or more curved contours, the method can run in the round object
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mode. In case the detected curved groups do not correspond to a round surface, the method predicts a

planar surface. Note that the round object mode depends on good-quality extraction of groups from an

image, which however is not usually the case in real images. Even for the example simple scene in figure

7.13, it is not trivial to separate the bottom group and the vertical edges since a threshold of grouping

similarity that separates them will also break up the group at the top of the cylinder.

Ordering of a group and creating one-to-one association between two groups.

Ordering of a group amounts to ordering of a set of (x, y) points. In the case of a group, however, having

a 2D orientation at these points simplifies the problem. The process of ordering requires a less-than

relation to be defined for its input points. For two edges πe
i and πe

j we define the following approximate

relation:

less-than(πe
i , π

e
j) =


true if lni · (x j, y j, 1) > 0,

false otherwise,
(7.10)

where lni is the line ax + by + c = 0 orthogonal to the orientation defined by the primitive πe
i . In words,

this relation states that primitive πe
i is less-than πe

j if πe
j lies to the right of the line defined by the normal

orientation of πe
i .

Note that if the the normal of a primitive inside the group self-intersects the group, then this ordering

will not work. To tackle such situations, a computationally more expensive ordering method may be

employed.

Having ordering allows for one-to-one3 association between the groups. Two groups gi and g j with

Ni and N j being the number of elements are associated as follows:

1. The groups are aligned; i.e., the beginning and the end of groups are adjusted so that the ascend

inside each group are in the same direction.

2. If Ni equals N j, then a one-to-one mapping is the resulting association.

3. Assuming gi is the shorter group; each element of gi is mapped to approximately N j/Ni many

elements of g j in order.

3In fact, in mathematical terms, this is a one-to-many relationship as the number of elements in groups are not the same.
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Detection of curved groups.

We define a group to be curved if the standard deviation of the orientations of the primitives inside the

group is less than an empirical threshold 0.3. Curved groups for an example scene are shown in figure

7.13 in green.

7.5 Dense Stereo Methods

The depth prediction method proposed in this chapter is a stereo-based model which can produce depth

information at weakly-textured image areas. Since dense methods are also stereo-based and functional at

textured image areas, the depth prediction method needs to be compared to dense stereo methods.

Dense methods for stereo include in general the following two main steps: (1) computation of how

similar an image point is to an image point in another view, and (2) disparity computation or optimization

[Scharstein and Szeliski, 2001]. The most-widely used similarity functions are ’sum of squared intensity

differences’ (SSD) and ’sum of absolute intensity differences’ (AD) [Brown et al., 2003]. The disparity

computation step can be either (i) local, where the winner is determined simply by taking the match with

the maximum similarity value (i.e., winner-take-all (WTA)), or (ii) global, where the winner is determined

by maximizing an energy function defined over the space of all possible disparities and the corresponding

similarity functions [Scharstein and Szeliski, 2001]. Some of the global optimization methods include

dynamic programming (DP), scanline optimization (SO), graph-cuts, belief propagation and intrinsic

curves [Brown et al., 2003].

The dense methods with global optimization are more accurate; they yield smoother disparity maps,

and they can integrate prior knowledge about the scene more easily. However, they are computationally

expensive. The local dense methods, on the other hand, are faster but less accurate. Section 7.6.3 provides

comparison of two local and two global dense methods. The various dense stereo methods that are used

in this chapter are briefly introduced in the rest of the section.

7.5.1 Phase-based approach (PB)

The dense stereo method that uses the phase of the signals is taken from [Sabatini et al., 2007]. In

[Sabatini et al., 2007], for a stereo pair of images IR(x) and IL(x) where IL(x) = IR[x+d(x)], the disparity
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d(x) is computed as follows:

d(x) =

[
φL(x) − φR(x)

]
2π

ω(x)
, (7.11)

where φ is the phase at point x, and ω(x) is the average instantaneous frequency of the bandpass signal.

[Sabatini et al., 2007] implements a coarse-to-fine control scheme to find the disparity estimates.

7.5.2 Region matching with squared sum of differences (SSD)

Region matching with squared sum of differences (SSD) is a local method which has squared sum of

differences as the matching function s(x) [Brown et al., 2003]:

s(x, d) =
∑

x

[
IL(x) − IR(x + d)

]2
, (7.12)

for different values of d. In this chapter, we have taken the implementation from [Scharstein and Szeliski, 2001]

which uses winner-take-all optimization along the epipolar line.

7.5.3 Region matching with absolute differences and a scanline global optimiza-

tion (SO)

Region matching with absolute differences and a scanline global optimization is a global method which

has the following matching function [Brown et al., 2003]:

s(x, d) =
∑

x

∣∣∣∣IL(x) − IR(x + d)
∣∣∣∣, (7.13)

for different values of d. The scanline optimization tries to minimize the total matching cost along a

scanline (i.e., a row) of the left image (assuming that the disparity space is scanned from the left image).

In this chapter, we have taken the implementation from [Scharstein and Szeliski, 2001].

7.5.4 Region matching with absolute differences and a dynamic programming

global optimization (DP)

This global method uses the absolute differences in equation 7.13 as the matching function, and optimizes

the matching cost using dynamic programming. Dynamic programming is a method for solving problems
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that involve overlapping subproblems. The classical example for demonstrating the concept of DP goes

like this: Finding the minimum path between two nodes ni and n j through a node nk is equivalent to

finding the minimum paths between ni and nk, and between nk and n j. In the case of stereo, dynamic

programming is applied to find the minimum path in the disparity space image (i.e., (x, d)).

DP may include inter-scanline optimization to optimize disparity values between different scanlines.

In this chapter, we have the implementation from [Scharstein and Szeliski, 2001] which does not have

inter-scanline optimization.

7.6 Results

This section evaluates the performance of the proposed depth prediction method and compares its perfor-

mance to standard dense stereo methods. The aim is, however, not to claim that depth prediction is better

than dense methods, rather to show that depth prediction is a different cue which can provide compara-

ble and, at weakly-textured scenes, better results. For the comparison, the following dense methods are

used: (1) our depth prediction method without surface corrections (DeP); (2) a phase-based (PB) dense

stereo from [Sabatini et al., 2007]; (3) squared sum of differences (SSD) as the matching function with a

winner-take-all approach; (4) absolute differences as the matching function with a scanline optimization

(SO); and, (5) absolute differences with a dynamic programming optimization (DP).

The dense methods are expected to perform better at textured image areas whereas DeP should pro-

duce better results at weakly-textured image areas. Due to their global optimization stage, SO and DP

should be better than SSD and PB. The images which the dense stereo algorithms are applied to were

rectified and down-sampled when needed.

7.6.1 Results on road scenes

The results of our model as well as DP and PB (with two different thresholds) are shown in figure 7.14 for

a real scene which includes occlusion and texture. We see that our method is able to provide comparable

performance to dense stereo algorithms. Although our algorithm performs well on textured surfaces, the

effect of the wrong predictions from the occluding edges are visible especially around the traffic sign.

Moreover, due to the uncertainty on the left edge of the road and as least-squares fitting is affected by

the outliers adversely, the surface on the left is badly reconstructed. Occlusions are a problem for dense
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(a) (b)

(c) (d)

(e) (f)

Figure 7.14: Experiment results on a road scene. (a,b) Input stereo pair. (c) The predictions of our model
as a disparity map. (d) Disparity map from DP. (e) Disparity map from PB. (f) Subfigure (e) after a small
threshold (0.001).

stereo algorithms as well (as seen in e.g., figure 7.14(e)). DP however can perform better on occluded

areas due to its global optimization; however, DP does not produce results on the left side of the scene.

As shown in figure 7.14(f) for PB, using a reliability threshold on the disparity values can get rid of most

of the outliers in figure 7.14(e), however, lowering the threshold decreases the most of the inliers of the

disparity map.

Another example in figure 7.15 shows that in spite of limited 3D information from feature-based

stereo, our method is able to predict the surfaces. Moreover, we see from figure 7.15 that our method is

able to utilize the little information at the right side of the road to predict the 3D information.

The results on another road scene is shown in figure 7.16. The depth prediction model is able to
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Figure 7.15: Experiment results on a lab road scene. Left: Left image of the input stereo pair. Right:
The predictions of our model shown in our 3D displaying software.

(a) (b)

(c) (d) (e)

Figure 7.16: Experiment results on a road scene. (a,b) Input stereo pair. (c) The predictions of our model
as a disparity map. (d) Disparity map from DP. (e) Disparity map from PB.

reconstruct the road better than other methods. DeP fails at the small areas since they are far from the

camera and 3D orientation at the edges is not reliable. However, DP and PB perform better on small and

textured surfaces.
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(a) (b)

(c) (d) (e)

(f) (g) (h)

Figure 7.17: Experiment results on a cylinder. (a,b) Input stereo pair. (c-e) The predictions of our model
shown as snapshots from our 3D displaying software. As surface fitting for curved surfaces in case of
outliers is not trivial, we are unable to provide disparity maps for our results. (f) Disparity map from DP.
(g) Disparity map from PB. (h) Top view of the results of PB.

7.6.2 Results on a round object

As mentioned in section 7.4.5, it is difficult to extract surfaces on round objects using stereo since the

curvature is hidden in the shading or the texture-gradient of the surface, or depth extraction requires

object knowledge. In this subsection, we evaluate the round object mode of the depth prediction method

on a cylinder.

The results of DeP, DP and PB are shown in figure 7.17 for a cylinder. We see from the figures

that DP and PB have problems on non-textured round objects; PB estimates disparities corresponding
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to mainly a flat surface, whereas DP produces results only at parts of the edges and the shading. Dense

methods fail at this scene because (1) the object surface does not contain any texture, which makes the

correspondence problem unsolvable, and (2) dense methods assume implicitly some linearity assumption

(through smoothing) that leads to disparity estimation.

7.6.3 Quantitative comparison with dense stereo

The depth prediction method proposed in this chapter is a stereo-based model which can produce depth

information at weakly-textured image areas. Since dense methods are also stereo-based and functional

at textured image areas, the depth prediction method needs to be compared to dense stereo methods.

Extraction of 3D information at textured surfaces is difficult since a texture most of the time consists

of repetitive structures, which are difficult to match locally across different views. Moreover, image

noise and illumination increase the difficulty of texture matching locally. Consider, for example, a round

surface whose curvature is provided in the texture on the surface. The 3D information can only be

recovered by using the texture gradient, and therefore, matching textured image patches may not be

sufficient to recover the depth at textured surfaces.

The comparisons are performed on an artificial scene where the texture could be controlled in order

to see the behaviours of the different approaches. The texture is white noise, and the amount of texture is

controlled by the frequency (n ∈ [0, 0.2]) of the white-noise. We tried n up to 0.2 because the images get

over-textured for bigger values of n. A subset of the input images is shown in figure 7.18.

n=0.1 n=0.2Ground truth

Figure 7.18: A subset of the textured artificial images that have been used. Added texture is white noise
with a frequency n.

The expectation is to see that dense stereo methods perform poor on weakly-structured scenes where
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Figure 7.19: Performance of the different algorithms on the artificial scene in figure 7.18 for different
amount of texture using RMS (a), BMP (b) measures. The densities are shown in (c).

our model should make good predictions. When the amount of texture is increased, dense stereo methods

should perform better, and the predictions made by our model should degrade because an increase in

texture causes the features to be less reliable and noisy.

For evaluation against a ground truth dG, we used two disparity error measures: Root-Mean-Squares

(RMS) and Bad-Matching-Percentage (BMP). RMS is the standard measure that has been used in the

literature for evaluating the performance of stereo algorithms (see, e.g., [Scharstein and Szeliski, 2001]):

RMS(S) =
( 1
#S

∑
p∈S

|dC(p) − dG(p)|2
)1/2

, (7.14)

where S is the set of points with disparity information; and, dC(p) and dG(p) are respectively the com-

puted and the ground truth disparity information at point p.
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(a) (b) (c)

Figure 7.20: Weak lines applied on the artificial scene from figure 7.18. Only portions of the images are
provided for better visibility. (a) Irregular lines. (b) Regular horizontal lines. (c) Regular vertical lines.

The BMP measure (taken from [Scharstein and Szeliski, 2001]) is defined as follows:

BMP(S) =
1

#S

∑
p∈S

(|dC(p) − dG(p)| > 1), (7.15)

RMS errors in figure 7.19(a) shows that our method is more accurate than dense stereo methods.

Comparison with BMP errors in figure 7.19(b) suggests RMS evaluation of dense methods are affected

by the outliers. In general, we see that when there is no texture, our method is better than dense methods;

the reverse is the case when the image is textured. The density plot in figure 7.19(c) confirms that our

method can produce highly dense disparity maps at un-textured images.

We compared the performance of the different approaches using a different texture on the same ar-

tificial scene from figure 7.18. The type of texture is weak lines (see figure 7.20): regularly sampled

vertical and horizontal lines, and irregularly sampled and sized lines. The reason for using additional

types of textures is to see whether the methods are biased towards directed and repetitive textures and

to the direction of the textures. The performance of dense stereo methods and our model are shown in

figure 7.21. Again we observe that our depth prediction method can provide comparable results to DP,

and better results than other approaches.

Finally, we compared the performance of the algorithms on noisy images (again using the artificial

scene used above). This comparison is important because signal to noise ratio at weakly-textured image

areas are higher than textured image areas, for the same amount of noise. We added white noise with a
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Figure 7.21: Performance of different algorithms on the artificial scene in figure 7.20 for different amount
of texture (n) using RMS (a) and BMP (b) measures.

frequency between 0 and 0.2 and plotted the performance for different amount of texture (figure 7.22).

The performance of dense methods are severely affected by noise since they work at the signal level. Our

depth prediction method, on the other hand, is more robust because edge features are less sensitive to

noise.

7.6.4 Integration with dense stereo information

Results from the previous section suggests that sparse and dense stereo (and, hence, DeP) perform well

on different types of images: DeP performs well when there is not much texture whereas dense methods

perform better when a scene is well-textured.

In this section, we combine DeP with the disparity information acquired from one of the dense meth-

ods:

• if a primitive is textured: The disparities in the patch are converted to 3D points. A plane is fitted

to these points in 3D, and the intersection of this plane with the optic ray from the primitive defines

the 3D position of the primitive. The normal of the primitive is defined to be the normal of the
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Figure 7.22: Performance of the different algorithms as a function of white noise and texture (white
noise). Results of PB are skipped due to page limits.

plane.

For detecting textured areas, we use intrinsic dimensionality (see section 2.1): an image point p is

textured if origin variance is in [0.2, 1.0] and line variance is in [0.2, 1.0]. Note that this scheme

classifies corners as textured areas too, which is desirable because DeP does not utilize corners.

• if a primitive is weakly-textured: The predictions from DeP are used.

The features with texture for one artificial scene (taken from figure 7.18 with texture ratio n = 0.025)

are shown in figure 7.23.

In figure 7.24, the results of the combination are provided for the artificial data set in figure 7.18
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(a) (b)

Figure 7.23: Illustration of textured features. (a) All the features extracted from the artificial set shown
in figure 7.18 where n is set to 0.025. (b) Detected textured features from (a).
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Figure 7.24: The results of combination (CO) with dense stereo (namely, DP) on the artificial data set
from figure 7.18. (a) Bad matching performance. (b) RMS errors.

(combination is labeled with CO). We see from bad matching percentages that CO improves significantly

over DeP and is slightly better than DP. In RMS errors, the reverse is the case: bad matching percentages

show significant improvement of CO over DP while it is only slightly better than DeP. The figure shows

that the combination of DP and DeP can make use of the benefits of both approaches and show better

performance.

It is crucial to note that the proposed integration with dense stereo is naive and developed only for

proof of concept. A better integration scheme should extensively make use of the compatibilities or

the conflicts of the different hypotheses of the different approaches. For example, if the hypotheses are

compatible with each other, their confidences should be amplified; otherwise, the two hypotheses can be
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kept until they can be disambiguated by higher-level processes. See [Aloimonos and Shulman, 1989] for

more reading about the integration of different cues.

7.6.5 Time issues

Although the execution time of the depth prediction method was not in the focus of our efforts since the

implementation is not optimized, in this subsection, we evaluate the running times of the different meth-

ods. The amount of time the depth prediction method needs is dependent on the amount of homogeneous

image areas, which depends on the scene as well as the image size.

For the example 512x512 pixel2 scene in figure 7.18, it takes 40-50 seconds for the depth predic-

tion method, including the extraction of the features and the computation of stereo. As for the dense

methods, for example the phase-based approach, the computation time is in the same range. For a scene

of 1024x768 pixel2, the depth prediction methods takes 10-30 minutes, depending on the scale of the

visual features that are used and the amount of homogeneous image areas. Dense methods other than the

phase-based approach fails for such scenes due to the requirements of excessive memory usage, and the

phase-based approach requires approximately 10 minutes.

Finding the bounding edges of a mono is the slowest part of the depth prediction implementation.

Currently, the bounding edges for each mono in an area are found separately for each of them. Alterna-

tively, the bounding edges can be found once and associated to the respective areas. When the bounding

edges of a mono is needed, the bounding edges that has been associated to the area of the mono can

be used without making a new search. However, this approach may produce undesirable predictions as

suggested in figure 7.8.

7.6.6 Limitations of the current work

The proposed method currently depends on the 3D information from a feature-based stereo system, and

therefore, the predictions are adversely affected at image areas where the stereo information is not accu-

rate or available. In [Pugeault et al., 2008], it was shown that the uncertainity of reconstructed 3D points

and 3D line orientation increases with the distance from the camera. The depth prediction method fails

at small image areas since there are not enough surrounding edges or 3D information. Moreover, due to

the geometry of the cameras, stereo can not match edges which are parallel to the epipolar line. For this
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reason, the depth prediction method may function properly at image areas which are bounded by edges

which are not parallel to the epipolar line. At its current status, this makes the depth prediction method a

near-field approach, which is suited to closer objects. However, the depth prediction method can utilize

any other depth cue, which can provide 3D line orientation at the edges of objects, and it should perform

better if there are other cues available.

A missing part of the proposed method is handling of occlusions: Occluding edge features should

cast votes only on the occluding image areas. Otherwise, as shown in figure 7.14, the occluding edge

pulls the predictions in the occluded surface towards the edge. Occlusions can be detected using the

motion or dense stereo matching; however, these methods are limited to textured surfaces, and since we

are interested in weakly-textured scenes, they would not be applicable.

We used a different set of images than, for example, the Middleburry database [Middlebury, 2007]

because the parameters of the cameras are not provided in this database, and without these parameters, it

is not possible to reconstruct 3D information from the disparities at the edges, and therefore, our method

is not applicable.

7.6.7 Integration into a multi-sensorial framework

As motivated in chapter 1, depth extraction should be understood as a learning problem. For this purpose,

a system should be able to touch, grasp and play with objects in its environment to construct their 3D

models. Along these lines, [Kjargaard et al., 2007] used the touch sensors on a robot arm to validate

the predictions made by our model. Moreover, the surface normal and the 3D position suggested by the

touch sensors are added as separate predictions which can be combined to improve the existing depth

predictions. Once the current depth prediction method is extended to carry two best hypotheses instead

of taking the best one, the robot arm can interact with the vision system to make a decision between the

hypothesis. It is likely that babies also use their haptic information to refine their visual perception.

Figure 7.25 shows the process on an example. The depth model predicts three surfaces, one at the

top and at the side of the box, and one between the box and the edge of the black surface (figure 7.25(b)).

The robot arm can verify the predictions at the top of the box (figure 7.25(c)) and the verifications are

added as new predictions (shown in red square in 7.25(e)). In figure 7.25(f), the robot arm disconfirms

the predictions made by the occluding edge of the box and the edge of the black surface.
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(a) (b) (c)

(d) (e) (f)

Figure 7.25: Surface Verification Experiment (taken from [Kjargaard et al., 2007]). (a) Setup of the
scene. (b) View of the 3 predicted surfaces. (c) The robot moving in position to verify the surface on the
box. (d) The sensor in contact with the surface on the box. (e) The 3 detected haptic primitives shown
as small red squares. (f) The robot moving through the wrongly predicted surface without detecting a
contact.

7.7 Conclusion

The current chapter has introduced a voting model that estimates the depth at homogeneous or weakly-

textured image patches from the depth of the bounding edge-like structures. The depth at edge-like

structures is computed using a feature-based stereo algorithm, and is used to vote for the depth of a mono,

which otherwise is not possible to compute easily due to the correspondence problem. The results have

been compared with different dense stereo algorithms in order to state that our feature-based algorithm

works well for scenes that dense stereo algorithms are not suited. However, our aim is not to claim that

our approach is better but rather to suggest that the different approaches are suited for different image

contexts and that a combination of them is necessary. A naive combination of the different approaches as

a proof of concept is provided to show that such a combination would benefit from both approaches and

would be able to work in textured as well as non-textured image areas.
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Depth prediction from surrounding edge features should be regarded as one depth cue which uti-

lizes the 3D information at the edges. The utilization of the edges for depth prediction is along the

lines of 3D surface interpretation from line drawings of objects [Barrow and Tenenbaum, 1981]. The

proposed method can be extended, for example, by making use of depth discontinuities and orienta-

tion discontinuities differently since they are indications of different 3D information, as suggested in

[Barrow and Tenenbaum, 1981].

One quality of the model is that it can be improved to regard the best two clusters as two different

depth hypotheses at each mono, and the model can be modified not to make a decision between them

until it can pass the hypotheses to a higher-level process which can make the decision. One example for

such a high-level process is demonstrated in section 7.6.7.

As motivated in chapter 1, depth prediction can be understood as a feedback mechanism which com-

pletes the missing information in early vision. This makes depth prediction a part of an early cognitive

vision framework where different cues interact with each other to remove the ambiguities and the missing

information in early vision.

We are planning to combine the depth prediction method with dense stereo methods in a feedback

mechanism. In this mechanism, using high-resolution cameras with a built-in region of interest facility,

it is possible to capture image regions at low and high resolutions. At the low resolution, the texture on

a surface might be very weak, which favors the utilization of the depth prediction method. At the high

resolution, the texture on a surface can become sufficiently distinguishable for stereo matching, which

favors dense stereo methods. Based on these observations, we propose to use the depth prediction at

the low resolution, and then zoom in to the region of interest to get more signal information (i.e.texture

detail) from the surface, and verify or refine the original depth predictions using the disparity estimation

from dense methods. Such a system can be considered as an attention mechanism where the details are

acquired by attending to the regions of interest.
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Chapter 8
Conclusions

The current chapter concludes the thesis in the following two sections with a summary and an outlook of

the contributions.

8.1 Summary

Extraction of different modalities and processing of local image structures are limited, ambiguous and

incomplete, as argued in chapter 1. Biological vision systems can cope with such ambiguities and the

missing information by:

1. exploiting the redundancy of information in the natural images, which are accessible through the

statistical properties of the visual entities,

2. using feedback information from higher visual levels and

3. using lateral feedback information between different visual modalities, for example, in the form of

an interpolation process.

Note that these issues overlap; i.e., utilization of one issue may make use of another. This thesis

addressed the above mentioned issues in the context of an early cognitive vision system:

• In chapter 3, the extent of the problem of local processing (i.e., the aperture problem) in the case of

optical flow estimation is investigated using different optic flow estimation algorithms on natural

images.
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• Junction detection methods are usually biased in positioning junctions [Deriche and Giraudon, 1993,

Rohr, 1992]. Moreover, they have the trade-off between the completeness of the detections and the

amount of false positives (i.e., spurious detections). In chapter 4, a junction regularity measure,

called intersection consistency is proposed to improve the positioning of junctions, and the seman-

tic interpretation of junctions is used as a feedback mechanism for removing outliers and selecting

reliable junction detections.

• In chapter 5, the relation between local image structures and local 3D structure is investigated. The

results of this investigation are important for understanding the possible mechanisms underlying

depth interpolation processes.

• In chapter 6, the investigations in chapter 5 is extended using higher order relations between local

3D structures. The results of this investigation provide insights into depth interpolation mecha-

nisms and can be used as priors in a depth prediction model.

• In chapter 7, motivated from the results of chapters 5 and 6, a voting-based depth prediction model

that predicts depth at homogeneous image areas is proposed. This model utilizes the sparse local

3D features extracted using a feature based stereo, and its performance is extensively compared

against several dense stereo methods. Such a model can be regarded as a lateral feedback between

the edge features over long distances that are extracted in early vision to complete the missing

information at homogeneous image patches using depth interpolation.

The contribution of chapter 7 is the proposal of a depth cue that exploits the redundancy of in-

formation in images. Currently, the depth cue makes use of the 3D information computed using

stereo; however, it can work with other depth cues such as structure from motion as long as 3D

positions and 3D line orientations are provided.

The thesis utilizes the concept of intrinsic dimensionality in all the chapters for detecting local image

structures. Especially in chapter 3 for analyzing the quality of optic flow estimation, and in chapter 5

for investigating the relation between local image structures and local 3D structures, intrinsic dimension-

ality proves to be a useful tool that can make thorough analysis and make explicit manifestations about

properties of local image features, which are otherwise more difficult to observe.
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The tools developed in the thesis have become part of an early cognitive vision framework [Pugeault et al., 2006]

mainly developed in the European ECOVISION project that otherwise makes use of only edge-like

structures. This work has been supported by the European Drivsco [Drivsco, 2007] and PACO-PLUS

[PACO-PLUS, 2007] projects.

8.2 Outlook

Depth extraction makes use of monocular or multi-view depth cues in order to recover the third dimen-

sion from a set of images. This ill-posed inverse problem is challenging since each depth cue bears

ambiguities, or is reliable only for certain types of scenes. Moreover, how the different cues should be

integrated or fused together is itself a difficult and an open question because different cues might carry

conflicting interpretations of a scene. Because of these reasons, current computer vision algorithms or

applications are limited to only certain types of scenes and are not general.

The experiments with babies suggest that depth cues which are not directly based on correspondences

evolve rather late in the development of the human visual system. For example, pictorial depth cues are

made use of only after approximately 6 months [Kellman and Arterberry, 1998]. This indicates that ex-

perience may play an important role in the development of these cues, i.e., that we have to understand

depth perception as a statistical learning problem [Knill and Richards, 1996, Purves and Lotto, 2002,

Rao et al., 2002], where attention and the utilization of statistical regularities play an important role.

In view of the above mentioned problems, the following need to be tackled in order to build a

biologically-motivated fully-functional machine vision system:

1. Which visual abilities and depth cues are humans equipped with at birth, and what abilities and

cues do we learn and in what sequence, if there is an ordering between different depth cues? A

more important question is, of course, “how do we do it?”

2. How do we experiment with the world to (1) build representations of objects, to (2) exploit the

statistical regularities of natural scenes, and to (3) integrate the information from other senses such

as haptic and sound.

The current thesis is relevant to these questions, and any extension in view of these questions are

valuable contributions to the field. To name a few:
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• Investigation of the unification of different examples of feedback mechanisms that allows exchange

of information between different visual information at different levels of visual processing.

• Learning of depth cues with as little prior information as possible using statistical regularities in

natural scenes.

• Using vision to build a database of object models, and building mechanisms for providing context

to the visual processing through attention or other feedback mechanisms.



Appendix A
Algorithmic Details of Intrinsic

Dimensionality

This chapter provides the algorithmic details of intrinsic dimensionality which can be used to implement

it. There are two different ways to compute iD:

1. As proposed in [Felsberg and Krüger, 2003, Krüger and Felsberg, 2003], which computes the ori-

gin and line variance explicitly to compute the coordinates of a signal in the iD triangle.

2. As proposed in [Felsberg et al., 2007a], which implicitly computes the origin and line variance by

mapping the magnitude and orientation of signals to a cone.

The first approach is slower than the second one; therefore, the second method is used in this the-

sis. For this reason, only the second approach is detailed here; the interested reader is directed to

[Felsberg and Krüger, 2003, Krüger and Felsberg, 2003] for the first approach.

In the cone model, the coordinates are constructed from the magnitude m and the orientation θ.

Averaging the coordinates locally inside the cone implicitly computes the line variance.

The overall algorithm for an image point u = (u1, u2) is as follows:

1. Gradient information: Extract the (complex) gradient data g = m(u) exp(iθ(u)), m being the mag-

nitude and θ the orientation at pixel u.
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1

1

i0D

i1D

i2D

1

Figure A.1: The cone constructed from the magnitude and the orientation of signals. Taken from
[Felsberg et al., 2007a].

2. Magnitude normalization and double angle representation: Convert the gradient data to soft-

thresholded double angle representation d(u) = s1(m(u)) exp(i2θ(u)), s1(·) being the soft threshold

function.

3. Cone representation: Set the cone coordinates c(u) = (c1, c2, c3) = (|d|,Re{d}, Im{d}). The cone

is exemplified in figure A.1. For different real examples, the cone coordinates of the points in the

patch are shown in figure A.2.

4. Averaging: Average the cone coordinates locally: c′(u) =
∑

i wic(i) where i runs over the neigh-

borhood of u, and wi is the two dimensional Gaussian with appropriate σ. In our implementation,

sigma is set to be
√

l/4, l being the patchsize.

5. Triangle representation: (x4(u), y4(u)) = (c′1,
√

(c′2)2 + (c′3)2)

6. Normalization of y values (optional): Set (x̂(u), ŷ(u)) = (x4(u), s2(x4(u), y4(u))) where s2 is a

monotonic transform to spread the data more uniformly, mainly for the purpose of visualization.

7. Barycentric coordinates: Extract barycentric coordinates from (x̂, ŷ) according to equation (2.1).

The soft-threshold function s1 and monotonic transform s2 to spread the y values are as follows:
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• The soft-threshold function s1 : R+ → [0, 1) : m 7→ s1(m) maps the unbounded magnitudes to a

bounded interval. Basically, we can make use of any activation function used in neural networks

(see, e.g., [Bishop, 1995]) such as the logarithmic sigmoid function. However, we must adjust one

constant in order to get an appropriate mapping. Our choice is:

s1(m) = tanh(αm), (A.1)

where α is a parameter controlling the dynamics of m (figure A.3(a)). This parameter can be esti-

mated such that the empirical distribution of |d| follows as good as possible a particular predefined

distribution, e.g., a uniform distribution. For the following experiments, we computed α such that

the mean m̄ of the magnitudes is mapped to the empirically chosen value 0.35: α = atanh(0.35)/m̄.

An alternative soft-threshold function can be normalization by the maximum magnitude in the

image:

s1(m) =
m

mmax
, (A.2)

where mmax is the maximum magnitude in the image.

• We apply the mapping s2 to obtain ŷ for ensuring a reasonable spread of representations between

i1D and i2D, i.e., we want to ensure that corners are mapped close to the i2D vertex while edge–like

structures are mapped close to the i1D vertex. This is mainly for visualization and interpretation

purposes and in practice one can omit this mapping. The subsequent illustrations were generated

with the mapping s2(x′, y′) = x′(y′/x′)β with β = 5.

The normalization function yβ for β = 5 is shown in figure A.3(b).
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a)

b)

c)

d)

e)

f)

Figure A.2: Illustration of how the points in some image patches taken from real scenes map to the
triangle and the cone. The patches are illustrated in the right-most column. The color of the points inside
the triangle and the cone encode different orientations, whose values can be accessed using the color-bars.
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Figure A.3: (a) Function s1(m) = tanh(αm) for soft-thresholding the magnitude with different values of
α. (b) Spread function, yβ for β = 5.



Appendix B
Grouping 2D Primitives

This chapter describes the perceptual grouping relations that are used to group 2D primitives into con-

tours. As the primitives are local contour descriptors, scene contours are expected to be represented by

strings of primitives that are locally close to collinear. In the following, we will explain methods for

grouping 2D primitives into contours.

In the following, c(li, j) refers to the likelihood for two primitives πi and π j to be linked: i.e. grouped

to describe the same contour.

Position and orientation of primitives are intrinsically related. As primitives represent local edge

estimators, their positions are points along the edge, and their orientation can be seen as a tangent at such

a point. The estimated likelihood of the contour described by those tangents is based upon the assumption

that simpler curves are more likely to describe the scene structures, and highly jagged contours are more

likely to be manifestations of erroneous and noisy data.

Therefore, for a pair of primitives πi and π j in image I , we can formulate the likelihood for these

primitives to describe the same contour as a combination of three basic constraints on their relative

position and orientation — see [Pugeault et al., 2006].

B.1 Proximity (cp[li, j])

A contour is more likely if it is described by a dense population of primitives. Large holes in the primitive

description of the contour is an indication that there are two contours which are collinear yet different.
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Figure B.1: Illustration of the values used for the collinearity computation. If we consider two primitives
πi and π j, then the vector between the centres of these two primitives is written vi j, and the orientations
of the two primitives are designated by the vectors ti and t j, respectively. The angle formed by vi j and ti
is written αi, and between vi j and t j is written α j. ρ is the radius of the image patch used to generate the
primitive.

The proximity constraint is defined by the following equation:

cp[li, j] = 1 − e
−max

(
1−
||vi,j ||
ρτ ,0

)
, (B.1)

where ρ stands for the size of the receptive field of the primitives in pixels; ρτ is the size of the neighbour-

hood considered in pixels; and, ‖vi,j‖ is the distance in pixels separating the centres of the two primitives.

B.2 Collinearity (cco[li, j])

A contour is more likely to be linear, or to form a shallow curve rather than a sharp one. A sharp curve

might be an indication of two intersecting or occluding contours.

cco[li, j] = 1 −

∣∣∣∣∣∣sin
(
|αi| + |α j|

2

)∣∣∣∣∣∣ , (B.2)

where αi and α j are the angles between the line joining the two primitives centres and the orientation of,

respectively, πi and π j.

B.3 Co–circularity (cci[li, j])

A contour is more likely to have a continuous, or smoothly changing curvature, rather than a varying one.

An unstable curvature is an indicator of a noisy, erroneous or under–sampled contour, all of which are
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unreliable.

cci[li, j] = 1 −
∣∣∣∣∣sin

(αi + α j

2

)∣∣∣∣∣ , (B.3)

B.4 Geometric Constraint (Gi, j)

The combination of those three criteria provided above forms the following geometric affinity measure:

Gi, j =
3
√

ce[li, j] · cco[li, j] · cci[li, j], (B.4)

where Gi, j is the geometric affinity between two primitives πi and π j. This affinity represents the likeli-

hood that two primitives πi and πi are part of an actual contour of the scene.

B.5 Multi–modal Constraint (Mi, j)

The geometric constraint offers a suitable estimation of the likelihood of the curve described by the pair

of primitives. Other modalities of the primitives allow inferring more about the qualities of the physical

contour they represent. The colour, phase and optical flow of the primitives further define the properties of

the contour, and thus consistency constraints can also be enforced over those modalities. Effectively, the

less difference there is between the modalities of two primitives, the more likely that they are expressions

of the same contour. In [Elder and Goldberg, 1998], it is already proposed that the intensity can be used

as a cue for perceptual grouping; our definition goes beyond this proposal by using a combination of the

phase, colour and optical flow modalities of the primitives to decide if they describe the same contour:

Mi, j = wωcω[li, j] + wccc[li, j] + w f c f [li, j], (B.5)

where cω is the phase criterion, cc the colour criterion and c f the optical flow criterion. Each of the three

wω, wc and w f is the relative scaling for each modality, with wω + wc + w f = 1.
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B.6 Primitive Affinity (Ai, j)

The overall affinity between all primitives in an image is formalized as a matrix A, where Ai, j holds the

affinity between the primitives πi and π j. We define this affinity from equations B.4 and B.5, such that

(1) two primitives complying poorly with the good continuation rule have an affinity close to zero; and

(2) two primitives complying with the good continuation rule yet strongly dissimilar will have only an

average affinity. The affinity is formalised as follows:

c(li, j) = Ai, j =

√
G

(
αGi, j + (1 − α)Mi, j

)
, (B.6)

where α is the weighting of geometric and multi–modal (i.e.phase, colour and optical flow) information

in the affinity. A setting of α = 1 implies that only geometric information ( proximity, collinearity and

co-circularity) is used, while α = 0 means that geometric and multi–modal information are evenly mixed.
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Appendix C
Computation of an Ellipse and the

Definition of Coplanarity

The current chapter provides (1) the details of how the parameters of an ellipse are computed, and (2) the

definition of coplanarity between two planar patches in 3D. These details are relevant for chapter 6.

C.1 Parameters of an ellipse

Let us denote the position of two 3D edges πe
1, π

e
2 by (X2D)1 and (X2D)2 respectively. The vectors between

the 3D edges and IP (let us call l1 and l2) can be defined as:

l1 = ((X2D)1 − IP),

l2 = ((X2D)2 − IP). (C.1)

Having defined l1 and l2, the ellipse E(πe
1, π

e
2) is as follows:

E(πe
1, π

e
2) =


f1 = (X2D)1, f2 = (X2D)′1, b = |l2| if |l1| > |l2|,

f1 = (X2D)2, f2 = (X2D)′2, b = |l1| otherwise.
(C.2)

137



C.2. Definition of coplanarity 138

where (X2D)′ is symmetrical with X2D around the intersection point and on the line defined by X2D and

IP (as shown in figure 6.4(e)).

C.2 Definition of coplanarity

Let πs denote either a semi-edge πse or a mono πm. Two πs are coplanar iff they are on the same plane.

When it comes to measuring coplanarity, two criteria need to be tested:

1. Angular criterion: For two πs to be coplanar, the angular difference between the orientation of the

planes that represent them should be less than a threshold. A situation is illustrated in figure C.1(a)

where angular criterion holds but the planes are not coplanar.

2. Distance-based criterion: For two πs to be coplanar, the distance between the center of the first πs

and the plane defined by the other πs should be less than a threshold. In figure C.1(b), B and C are

at the same distance to the plane P which is the plane defined by the planar patch A. However, C

is more distant to the center of A than B, and in this paper, we treat that C is more coplanar to A

than B is to A. The reason for this can be clarified with an example: Assume that A, B and C are

all parallel, and that the planar and the Euclidean distances between A and B are both D units, and

between A and C are respectively D and n × D. It is straightforward to see that although B and C

have the same planar distances to A, for n >> 1, C should have a higher coplanarity measure.

It is sufficient to combine these two criteria as follows:

cop(πs
1, π

s
2) = α(pπ

s
1 , pπ

s
2 ) < Tp AND

d(pπ
s
1 , πs

2)/d(πs
1, π

s
2) < Td, (C.3)

where pπs
is the plane associated to πs; α(p1,p2) is the angle between the orientations of p1 and p2; and,

d(., .) is the Euclidean distance between two entities.

In our analysis, we have empirically chosen Tp and Td as 20 degrees and 0.5, respectively. These

parameters are determined by testing the coplanarity measure over different samples. Tp is the limit for

angular separation between two planar patches. Bigger values would relax the coplanarity measure, and

vice versa. Td restricts the distances between the patches; in analogy to Tp, Td can be used to relax the
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B

A

(a)

d

A

B

C

P

d

(b)

Figure C.1: Criteria for coplanarity of two planes. (a) According to the angular-difference criterion of
coplanarity, entities A and B will be measured as coplanar although they are on different planes. In (b), P
is the plane defined by entity A. According to the distance-based coplanarity definition, entities B and C
have the same measure of coplanarity. However, entity C which is more distant to entity A should have
a higher measure of coplanarity than entity B although they have the same distance to plane P (see the
text).

coplanarity measure. As shown in figure 6.7 for a stricter coplanarity definition (with Tp and Td set to 10

degrees and 0.2), different values for these thresholds would quantitatively but not qualitatively change

the results presented in chapter 6.
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Dillmann, R. (2007). Using tactile sensors for multisensorial scene explorations. Technical Report

2007-5, Robotics Group, Maersk Institute, University of Southern Denmark. 21, 121, 122, 123

[Knill and Richards, 1996] Knill, D. C. and Richards, W., editors (1996). Perception as bayesian infer-

ence. Cambridge: Cambridge University Press. 17, 73, 86, 93, 126

[Koenderink and Dorn, 1982] Koenderink, J. and Dorn, A. (1982). The shape of smooth objects and the

way contours end. Perception, 11:129—173. 14
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M. M. V., Pugeault, N., and Krüger, N. (2007). Compact and accurate early vision processing in the

harmonic space. International Conference on Computer Vision Theory and Applications (VISAPP),

Barcelona. 108, 109, 110

[Scharstein and Szeliski, 2001] Scharstein, D. and Szeliski, R. (2001). A taxonomy and evaluation of

dense two-frame stereo correspondence algorithms. Technical Report MSR-TR-2001-81, Microsoft

Research, Microsoft Corporation. 108, 109, 110, 115, 116

[Schmid et al., 2000] Schmid, C., Mohr, R., and Bauckhage, C. (2000). Evaluation of interest point

detectors. Int. Journal of Computer Vision, 37(2):151–172. 49

[Sereno et al., 2002] Sereno, M. E., Trinath, T., Augath, M., and Logothetis, N. K. (2002). Three-

dimensional shape representation in monkey cortex. Neuron, 33(4):635–652. 17



BIBLIOGRAPHY 153

[Shevelev et al., 2003] Shevelev, I. A., Kamenkovich, V. M., and Sharaev, G. A. (2003). The role of lines

and corners of geometric figures in recognition performance. Acta Neurobiol Exp, 63(4):361–368. 14

[Shevelev et al., 1998] Shevelev, I. A., Lazareva, N. A., Sharaev, G. A., Novikova, R. V., and Tikhori-

mov, A. S. (1998). Selective and invariant sensitivity to crosses and corners in cat striate neurons.

Neuroscience, 84:713–721. 14, 17

[Shevlin, 1998] Shevlin, F. (1998). Analysis of orientation problems using Plücker lines. International
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